
PL-TR-92-2101 AD-A283 1I4*i

CONVOLUTION ALGEBRA FOR FLUID MODES WITH FINITE ENERGY

G. v.H. SANDRI
C. KONSTANTOPOULOS

Boston University College of Engineering
and Center for Space Physics
Boston, MA 02215

April 1992

Scientific Report No. 3

Approved for public release; distribution unlimited;

PHILLIPS LABORATORY
AIR FORCE SYSTEMS COMMAND
UNITED STATES AIR FORCE
HANSCOM AIR FORCE BASE, MASSACHIUSETTS 01731-5000

94-22604



"This technical report '-as been reviewed and is approved for publication"

ROBERT R. BELAND DONALD E. 0
CONTRACT MANAGER BRANCHOIF

R ER VAN TASSEL
DIVISION DIRECTOR

This report has been reviewed by the ESD Public Affairs Office (PA) and is releasable to
the National Technical Information Service (NTIS).

Qualified requestors may obtain additional copies from the Defense Technical Information
Center. All others should apply to the National Technical Information Service.

If your address has changed, or if you wish to be removed from the mailing list, or if the
addressee is no longer employed by your organization, please notify PL/TSL Hanscom
AFB, MA 01731-5000. This will assist us in maintaining a current mailing list.

Do not return copies of this report unless contractual obligations or notices on a specific
document requires that it be returned.



REPORT DOCUMENTATION PAGE Io.0Appro.7edPAGE JOMB No. 0704-0 188

PubIIc redorntg burden for thf$ cOiiec"son Of information ni estmated to #erage I hour der resoose. including the timfe for review• ng thstruciOrns. searching erstn•n data Wowrc•n.
gatherenq and inantaining the data needed, and Completng and rev oewing the collect•-o• of information Send Comments regarding this burden estimate or any other aspect of this
collect~on of Information. -'fudSngu .toni fosr reducing this burden to Washington Headquarter Services. Direc•torate for information Ooerations and Reporti. 12IS Jeffernon
oae.t.qH~ghwt. .Sute u1204 A,,Inon. VA 2-220-43o0. and tO the Office of Management and Budget. Peperwori Reduction Project (0704-0181. Washington. OC 200C3

1. AGENCY USE ONLY (Leave blank) 2. REPORT DATE 3. REPORT TYPE AND DATES COVERED

April 1992 Scientific No. 3
4. TITLE AND SUBTITLE S. FUNDING NUMBERS

Convolution Algebra for Fluid Modes With Finite Energy PE 61101F
PR 7670 TA15 WU AR

6. AUTHOR(S) Contract F19628-88-K-0017
G. v.H. Sandri
C. Konstantopoulos

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) S. PERFORMING ORGANIZATION

Boston University College of Engineering REPORT NUMBER

and Center for Space Physics
Boston, MA. 02215

9. SPONSORING /MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING/ MONITORING
Phillips Laboratory AGENCY REPORT NUMBER

Ilanscom AFB, MA 01731-5000
Contract Manager: Robert Beland/OPA PL-TR-92-2101

11. SUPPLEMENTARY NOTES

12a. DISTRIBUTION /AVAILABILITY STATEMENT 12b. DISTRIBUTION CODE
Approved for public release;
Distribution unlimited;

13. ABSTRACT (Maximum 200 words)
A new set of parametric wavelets called Hermite-Rodriguez wavelets, and a new family of highly singular functions
called hyperdistributions are introduced. Their introduction is motivated by the search for a consistent solution to
the inverse problem in signals and systems analysis: the evaluation of the initial condition -or input- to a system

given its final condition -or output- and its impulse response. We construct a novel mathematical framework for
the search for a solution to the inverse problem, and apply it to a practical case: the inverse problem for blurring
systems. Blurring systems are very common: they include telescopes and other optical systems, as well as satellite
telecommunications, where the waveforms that transmit the relevant information have to travel long distances, and
are partly scattered by molecules and ions in their path from the source to the observer. As a result, the waveforms
that reach the observer are blurred. The goal is to recover the original waveforms. The mathematical equivalent
for the solution to the inverse problem for blurring systems -in the case of gaussian blurring- is given. It consists
in solving the antidiffusion equation, which is equivalent to solving the diffusion equation backwards in time, to de-
termine the initial condition of the diffusive process, given the final condition. We apply this solution of the inverse
problem to two practical cases: the reconstruction of blurred signals, and of blurred simulated astronomical images.
We then extend these results to the more general case of non-gaussian blur.

\ý SUtIE CT TLRMS 1S. NUMBER OF PAGES
"avel-t Analysis, Inverse Problems, Diffusion, Antidiffusion, 90

Deconvolutior, Signal 'ilihancement, inage Restoration,
Ilermite Polynomials, Singular Functions, Ilyperdistributions 16. PRICE CODE

17. SECURITY CLASSIFICATION 18. SECURITY CLASSIFICATION 19. SECURITY CLASSIFICATION 20. LIMITATION OF ABSTRACT
OF REPORT OF THIS PAGE OF ABSTRACT

Utinclassified Uncassiited Unclassified SAIl

NSN 7540-01-280-5500 Standard Form 298 (Rev 2-89)



Contents

List of Figures v

1 Signals and Systems and the Inverse Problem 1

1.1 Introduction ........ ................................ 1

1.2 Fourier Transform Solutions to the Inverse Problem .............. 3

2 Singular Functions: Distributions and Hyperdistributions 5

2.1 Taylor and Moment Expansions ........................... 5

2.2 The Convolution Group ...... .......................... 7

2.3 Function-Theoretic Definition of Hyperdistributions .............. 12

2.4 * Proof of Consistency: Taylor Expansion of the Delta Function . . . 13

2.5 Approximating Hyperdistributions with Smooth Point-Functions . . . 15

2.5.1 "Diffusing" Hyperdistributions ........................ 15

2.5.2 Hermite-Rodriguez Expansions ..... ................. 17

2.5.3 Power Moments, Hermite-Rodriguez Moments, and the C-Matrix
Transform ........ ............................. 19

2.5.4 Approximating Hyperdistributions with Hermite- Rodriguez Ex-
pansions ........ .............................. 20

2.5.5 Convergence of Hermite-Rodriguez Expansions ............ 20

2.6 Hyperdistributions in 2 Dimensions ......................... 21

3 Hermite-Rodriguez Wavelet Analysis 22

3.1 Introduction ........ ................................ 22

3.2 Hermite-Rodriguez Wavelet Expansion of a Gaussian ............. 25

3.3 Hermite-Rodriguez Wavelet Expansions in One Dimension ......... 26

3.4 Hermite-Rodriguez Wavelet Expansions in Two Dimensions ...... .. 28

4 Green's Function for the Antidiffusion Equation 28

4.1 Antidiffusion and Fourier Transforms ........................ 29

4.2 Antidiffusion and Hyperdistributions ...... .................. 29

4.3 Antidiffusing Images Corrupted with Gaussian Blur .............. 30

III..



5 Deblurring with Hermite-Rodriguez Wavelets 34

5.1 Introduction .. ...................... ........ 34

5.2 Hermite-Rodriguez Wavelets and Antidiffusion ................. 35

5.3 Wavelet Reconstruction of Diffused Signals and Images (Gaussian Blur) 36

5.4 Application to Simulated Landscapes and Astronomical Images Cor-
rupted with Gaussian Blur ............................... 39

5.5 * Wavelet Reconstruction of Signals and Images corrupted with non-
Gaussian Blur ........ ............................... 40

A Appendix: Hyperdistribution Expansion of the Convolution Inverse of
a Gaussian Filter ........ ............................. 72

B Appendix: Discretization of the operator V2 . . . . . . . . . . . . . . .. . . . 73

C Appendix: Global Invariance of the Set of Parametric Hermite-Rodriguez
Wavelets in the Diffusion Group ........................... 74

D *Appendix: Global Invariance of the Set of Parametric Hermite- Rodriguez
Wavelets in the ConvolutionGroup ...... ................... 75

E Appendix: Waveform Total Intensity Conservation in the Diffusion
Group ......... ................................... 77

F *Appendix: Do Point-Spread-Functions Conserve the Total Intensity
of the Original Waveform? . . . . . .. . . . . . . . . . . . . . . . . . .. . . . . . 78

Bibliography ........ ................................ 79

Vita .......... .................................... 81

. -- - . --

v



List of Figures

1. Properties of linear and time-invariant (LTI) systems ...................... 43

2. Image formation in the spatial and Fourier domains. Filtering by convolution
with a smooth point-function is a "smoothing" operation .................. 44

3. Approximations of the convolution inverse of a gaussian filter of unit width, as
given by Fourier methods. The limits of the Fourier integral are cut-off at ±a:

F(a, x, 1) = _ f+,: eC-ik,+A dk. The vertical F axis' endpoints are the extrema
of F (3.o,x, 1) ............................................................. 45

4. Approximations of the convolution inverse of a gaussian filter of increasing width
t, as given by Fourier methods. The limits of the Fourier integral are cut-off

at :t+a: F(a,x,2) = #;f+,e-z+-dk. The skirt in each figure ends at the
minimum of F(3.0,X, ,), while the upper endpoint of the vertical F axis ends at
its m axim um ............................................................. 46

5. Elements of the sequence of ID HR wavelets of weight A = 2, evaluated in the
range [-6,6]. The ItR wavelets are rescaled to unit height .................. 47

6. Elements of the sequence of 2D HR wavelets of weight A = y = 2, evaluated
in the range [-6,61 x [-6,6], with the ordinate in the range [0,11 exhibited in grey
scales (i.e., negative intensities are not plotted). The HR wavelets arc rescaled
to unit m axim um intensity ............................................... 48

7. First 16 elements of a family of 80 artificial "landscapes". The landscapes were
obtained by summing five gaussians whose widths and offsets were obtained
by a random-number generator in an appropriate range. The landscapes are
subsequently rescaled to unit height ...................................... 49

8. 1D HR wavelets of order 1000 and 10000 respectively, and of weight A = 1. The
renormalization of Hermite polynomials to Hd polynomials allows the numer-
ical evaluation of HR wavelets of high order by eliminating the need for any
evaluation of factorial products ........................................... 50

9. A Gaussian of width 0.5, offset at x = 2, is approximated by an HR wavelet
expansion of width A = 1. 32 partial sums are plotted ..................... 51

10. The "futuristic" landscape 68 is approximated by an fIR wavelet expansion of
width A = 1. The partial sums are plotted in increments of 20. The capturing of
very localized features (i.e. high frequency content) is slower than the capturing

of global behavior (i.e. low frequency content features) .................... 52

v



11. The "futuristic"-looking landscape 71 is approximated by an HR wavelet ex-
pansion of width A = 1. The partial sums are plotted in increments of 20. The
wavelet expansion experiences difficulty in approximating one specific feature
of the landscape. This figure is to be compared with the next figure ....... 53

12. The "futuristic"-looking landscape 71 is approximated by an HR wa'clet ex-
pansion of width A = 1.15. The partial sums are plotted in increments of 20.
This wavelet expansion, as opposed to the previous expansion for which A = 1,
now quickly captures all features of the landscape. The text explains why this
happens .................................................................. 54

13. The "realistic"-looking landscape 11 is approximated by an HR wavelet expan-
sion of width A = 0.82. The partial sums are plotted in increments of 1. The
first 21 partial sums are entirely undifferentiated, and look exactly like the se-
quence of underlying HR wavelets. The approximation starts taking shape with
the 2 3 rd partial sum ...................................................... 55

14. The "realistic"-looking landscape 11 is approximated by an HR wavelet expan-
sion of width A = 1.0. The partial sums are plotted in increments of 1. The first
9 partial sums are entirely undifferentiated, and look exactly like the sequence
of underlying HR wavelets. The approximation starts taking shape with the
1 3 th partial sum .......................................................... 56

15. The "realistic"-looking landscape 11 is approximated by an 11R wavelet expan-
sion of width A = 1.48. The partial sums are plotted in increments of 1. The
features of landscape 11 are generated with very few partial sums. It takes only
7 partial sums to recognize the landscape. The weight A = 1.48 of the wavelet
expansion is optimal for this landscape .................................... 57

16. The "realistic"-looking landscape 11 is approximated by an HR wavelet expan-
sion of width A = 2.0. The partial sums are plotted in increments of 1. A is
once again in a suboptimal range, as it takes at least twelve partial sums to
recognize the landscape ................................................... 58

17. The last four figures are summarized. A = 1.48 is the optimal value for the
htR wavelet expansion of landscape 11, since the rate of convergence to the
landscape is maximum. A = 0.82, 1.0, and 2.0 are suboptimal values ....... 59

18. The HR moments for landscape 11 were quantized to a range of 256 = 2' values.
In other words, the values of the HR moments were slightly modified to fall into
256 equally spaced bins in the range of the HR moments. The weight A of the
expansion is 1.48 (optimal). The rate of convergence of the quantized wavelet
expansion is only slightly modified. The HR wavelet expansion is robust with
respect to small errors on the IIR moments ............................... 60

vi



19. First 16 elements of a family of 80 artificial "nebulae". The nebulae were ob-
tained by summing five 2D gaussians whose widths and offsets were obtained
by a random-number generator in an appropriate range. The nebulae are then
rescaled to unit maximum intensity ...................................... 61

20. Letter "T" (for Tina), which has been diffused for a duration of time t =
24, corresponding to 12x10a numerical iterations of the discretized diffusion
equation (with unit diffusivity), and subsequently reconstructed back to I = 0
(with intermediary results) by the same number of iterations of the discretized
antidiffusion equation (with unit diffusivity). The reconstruction is successful.
The text gives the correct scale of time t ................................. 62

21. Letter "T", which has been diffused for a duration of time i = 30 (15x 10' itera-
tions of the discretized diffusion equation), and subsequently reconstructed back
to i = 0 (with intermediary results) by iterating the discretized antidiffusion
equation (15x 10' iterations). The t = 0 reconstruction is not successful.... 63

22. Letter "E" (for Entropy), which has been diffused for a duration of time t = 24
(12x 104 iterations of the discretized diffusion equation), and subsequently re-
constructed back to t = 0 (with intermediary results) by iterating the discretized
antidiffusion equation (12×x 10 iterations). The reconstruction is successful. 64

23. Letter "E", which has been diffused for a duration of time t = 30 (15x 10' itera-
tions of the discretized diffusion equation), and subsequently reconstructed back
to t = 0 (with intermediary results) by iterating the discretized antidiffusion
equation (15x 10" iterations). The t = 0 reconstruction is not successful.... 65

24. Spiral pattern, which is diffused for durations t=24, 25.8, 26.4, and 27, and sub-
sequently reconstructed back to I = 0 by iterating the discretized antidiffusion
equation. As time is increased, the reconstruction is seen to be increasingly
unsuccessful ................................. ............................ 66

25. Letter "T", which is diffused for t=12, and corrupted by additive noise at SNR's
= 1, 102, 105, 106, and 107. The reconstruction by iterating the discretized
antidiffusion equation is subsequently attempted. The reconstruction is only
successful for extremely high SNR's ....................................... 67

26. Landscape 11, which is diffused for t = 0.3 by convolution with the Green's
function of the 1+1 diffusion equation. The diffused signal is subsequently
corrupted with 3% additive noise (the noise field is added uniformly onto the
diffused signal, at a constant proportion of 3% of the maximum intensity of the
signal). The reconstruction by antidiffusion of the 11R wavelet expansion of the
diffused and noisy signal is attempted. The weight of the ItR wavelet expansion
is A = 3. The 2 5 th partial sum of the reconstruction is a good approximation

vii



of the original signal. The 5 0 1h partial sum is not. The text explains why this
happens .................................................................. 68

27. Nebula 62, which is diffused for t = 0.6 by convolution with the Green's function
of the 2+1 diffusion equation. The diffused signal is subsequently corrupted
with 30% multiplicative noise (the noise field is added pixel-by-pixel onto the
diffused image, at a varying proportion of 30% of the intensity of the pixel).
The reconstruction by antidiffusion of the HR wavelet expansion of the diffused
and noisy image is attempted. The weights of the 2D HR wavelet expansion

n+m=21

are A = p = 2. The 21"' partial sum (ie. F
2,m) of the reconstruction is a

good approximation of the original image. The 2 9 th partial sum is not. The
text explains why this happens ........................................... 69

28. Positivity and total intensity conservation test for the reconstructions in the two
previous figures. These tests yield the order of the best possible reconstruction
by wavelet antidiffusion of blurred waveforms. As these tests fail (as curves
2 and 3 diverge), the reconstruction fails as well (the least-squares fit of the
reconstruction with the original waveform, i.e. curve 1, diverges) .......... 70

29. Attempt for reconstruction of the blurred image of nebula 62, by iterating the
discretized antidiffusion equation. While HR wavelet antidiffusion allows recon-
struction with very low SNR's, it can be seen that antidiffusion by discretization
of the antidiffusion equation is only possible for very high SNR's ......... 71

Vill



SUMMARY

Our analysis of the free sheared atmosphere is based on the hierarchy of equations satisfied

by the modal coefficients (strengths). This hierarchy is obtained by substituting a series

expansion of the fluid variables into the governing equations. Our analysis is particularly

focused on the stability of the Taylor-Dyson atmosphere, which is designed to be a model of

the free sheared atmosphere. The construction of the hierarchy is however independent of

the model that one chooses albeit the more complicated the model, the more complicated the

hierarchy. The classicai approach considers Fourier scries and the prototype Is the successful

Salzman-Lorenz hierarchy for the Benard problem, i.e. a t 1inr laver of fluid heated from

below. This problem is designed to be a model of the lower atmosphere. Ihe application

to the free sheared atmosphere modeled by the famous Taylor-Dyson equations of Fourier

techniques has yielded the puzzling result that no unstable modes appear in linear order. The

origin of the Richardson number criterion thus remains obscure. With the advent of wavelet

analysis,. %v, liave deemed it useful (actually imperative) to perform the analysis, not on the

basis of the Fourier modc!m which have infinite energy and esseiitiallv unbounded support,

but rather on the basi- ot v,' %elets which are designed to have finite energy and essentially

comr)act support. It is intutti,,vly clear that such refined modal analysis should allow for

a much more satisfactory physical interpretation of results. This point of view is further

strengthened by the current trend in experimental work that emphasizes (list urbances with

finite spatial and temporal extents. At Boston University, we have developed a full form of

wavelet expansion which has the advantage over more conventional procedures of possessing

a complete convolution algebra.

The possibility of operating with a convolution algebra has so far been a prerogative of the

Fourier analysis. Its major use in the present context is the calculation of the effect of forcing

on a particular hierarchical level. Convolution algebra permits an immediate expression for
the result of a forcing term on a variable that satisfies a. given differelitial equation. The

ix



mathematica! ),)s needed to obtain a convolution algebra for modes with finite energy

are rather extensive and not always elementary. To help our thinking, and also to help

i,'troduce interested scientist to a rather difficult area, we put together the most essential

parts of the analysis and we present them in this report. It is worth mentioning at this point

that very fruitful applications have been made of our wavelet analysis in biomedical areas.

In particular the analysis of M waves in muscle response has been analysed very successfully

with the wavelets presented here. While our main interest is the development of the chaos

dynamics of the free sheared atmosphere, the Taylor-Dyson model in particular, we deem

the mathematical background essential and also of general interest.

X



1 Signals and Systems and the Inverse Problem

1.1 Introduction

A majority of systems, natural and man-made, are linear and time-invariant (LTI)[1].
By linear, it is meant that if ul and u2 are two inputs to a physical system, with
respective outputs y1 and Y2, then the output to the input all + flu 2 is ay, + 13Y2,
where a and /3 arc two real numbers. By time-invariant, it is meant that a time-

shift in the input signal causes an equal time-shift in the output signal. In other
words, if the input u(t) produces the output y(t), then the input u(t - 7) produces
the output y(t - T). These properties are depicted in figure 1. It can be proven that
the output of any linear time-invariant system can be modelled by the con.'olution of
the input signal with the impulse response of that system. The impulse response (or
point-spread function PSF) of a system is the output when the input to the system
is a Dirac delta function (e.g. for electrical systems, a very high, very short-duration
electrical pulse). The proof is as follows. Let C denote a discrete LTI system. Let
a discrete Dirac delta 6[n] be the input to the system. By definition, the discrete
impulse response ho[n] is the output of:

6(n1 -- -- ho[nl (1)

Because of the property of shift-invariance,

6[n - k] -) F I-o hk[,Il = ho[n - k] (2)

Furthermore, because of the property of linearity,

EZx[k]6[n - k] -E- x[klhk[I ý3)
k k

It can be proven that any discrete signal x[n] can be written in the form x[n]
7k..r[k]6[n - kj. This property is commonly referred to as the discrctc sampling
prop( rty[1], or, more technically, as Dirac s identity. Combining Lqs.(2) and (3), we
obtain

x[n] Z~kRbfl - k) * - y[n] = EZx[Aiho[1- k] 4
k k

In the case of continuous-time LTI systems, Eq.(4) is written as:

X(")=jz(r)b(t-r7) d7 -. - Y(t)=Jr(7.)ho(t-T7) d7= X(t) *h1u(t)

(5)
where hI()() is the impulse response of L.

In many instances, the physicist. the engineer, or the mathematician is asked to
determine the initial condition (or input) to a system, when the final condition (or



output) is Lnown. This problem is known as the inverse problem. In mathematical
terminology, knowledge of the system implies knowledge of its impulse response; the

solution of the inverse problem implies knowledge of the output, and convolution
znverse to its impulse response. This last statement is proven below. If u represents
the input to the system, y the output, and h its impulhe response, then by definition:

y(x) = h(x) * u(x) = h (x')u(x - x') dx'(

If the impulse response h has a convolution inverse Inv[h], this implies by definition
that the convolution of h with Inv[h] yields the Dirac delta function:

h(x) * Inv[h](x) = b5(x) (7)

That is because the Dirac delta is the unit element for the operation of convolution,
much in the same way the number 0 is the unit element for integer addition:

f(x) * 5(x) = f(x) for any function f(x) (8)
n+0 = n for any integer n

If y an _' h are known, then the initial condition u can be determined in the following
way: convolve Eq.(6) with Inv[h], and use Eq.(7) to obtain:

Inv[h] * y =- Inv[h] * h * u = 6 * u = u (9)

With the input u thus determined, the irverse problem for a linear time-invariant
system can always be solved, provided the convolution inverse Inv[h] to the system's

impulse response can be evaluated. Unfortuntely, in a number of cases, the con-
volution inverse cannot be determined within the space of smooth point-functions,

much in the same way natural numbers do not have natural number inverses to the
operation of addition: one either has to construct a new operation (ie. subtraction)
or extend the space of natural numbers to the space o" positive and negativc integers:

n-n = 0, or (10)

n+(-n) = 0 (11)

By analogy, the construction of a consistent convolution inverse to any impulse re-
sponse will require:

"* either a new defining operation, replacing convolution as the operation of choice
for modelling LTI systems,

"* or the extension of the space of smooth point-functions to a larger space, which

will include more singular functions than just smo)oth or piecewise smooth point-
functions.



This picture will become clearer in the next section, when Fourier transforms are
introduced, and where it will be shown that there exists no smooth point-function such
that convolving with any Gaussian e-- 2 / 2 /V/-A yields a Dirac delta; in other words,
that there exists no smooth or piecewise smooth point-function that is convolution
inverse to a Gaussian (of infinite support, i.e. defined in - oo, +oD.

1.2 Fourier Transform Solutions to the Inverse Problem

Fourier transforms are frequently utilized to solve inverse problems for linear time-
invariant systems. That is because the operation of convolution gets mapped into a
simple algebraic multiplication under the Fourier transform. If u(x), y(x), and h(x)
are respectively the input, output, and impulse response of a linear time-invariant
system, and if ý(k) denotes the Fourier transform of y(x):

ý(k) = ]_ y(X)e- kzdx (12)

y W i +] (k)e+ik- dk (13)

then

y(x) u(x)* h(x) (14)

ý(k) iý(k), h(k) (15)

and we can thus obtain an expression for the input, given the output and the impulse

response:

fi(k) - -(k) (16)
h(k)

U(xo) = Li e.+ k dk (17)•(x~ 2 1 -- _o h(k)--

However, eventual zeros rf th(k), at specific points in wave-number space, or at the
limits ±.o of the Fourier integral, will ill-condition the inverse-Fourier integral in
Eq.(17). This result can be interpreted in the following way. In Fourier space, the
blurred waveform is the product of the optical transfer function (OTF, Fourier trans-
form of the point-spread function) with the original waveform. As the support of
the point-spread function increases, the support of the optical transfer function de-
creases (a property of Fourier transforms), thus cutting off an increasing amount of
high frequencies of the original waveform, which unavoidably "smooths" or "blurs"
it. This process is depicted in figure 2. The inverse Fourier integral in Eq.(17) has
to restore the high frequencies lost in the blurring process; the higher the frequen-
cies, the greater the magnitude of the restoration. This process eventually leads to a
diverging inverse-Fourier integral.

3



We now consider the case of a Gaussian filter G(x, t):

_X2

G(xt) e 4' (18)

and attempt to evaluate an explicit representation of the convolution inverse of G(x, t)
with the help of Fourier transforms. We suppress the spatial variable x if confusion
does not arise, and denote G(x, t) by G(t). Thus, using standard definitions[2][31, we
introduce

F(a,x,2t) - 1 e-ikJ+k 2 Adk (19)

- 4t rf xt) + erf(i' a - i) (20)

A graph of F(a, x, 1) appears in figure 3, and the time history of F(a, x, t) appears
in figure 4. In constructing the figures, the Nyquist criterion was applied to ensure
that the factor ek2t did not generate frequency aliasing[1].

Proceeding formally, Inv[G(t)J = lin•--.oo F(a, x, 21), and it can be seen from fig-
ures 3 and 4 that the expression for Inv[G(t)) diverges as the upper and lower integral
limits ±a are increased in wave-number space. Nevertheless, engineering approxima-
tions of Inv[G(t)] are frequently used by cutoff of the limits of the Fourier integral
(also called finite-bandwidth approximations, since the support of the gaussian filter
is reduced from I - oo, +oo[ to 1-a,+a]). In other words, information on the impulse
response and the output for large wave-numbers k has to be discarded. However, the
approximations to the original input thus obtained are highly sensitive to the cutoff
value a, and if there is no a priori knowledge of the Fourier spectrum width of the
input, the complete recovery of the original input through Fourier transforms is an
ill-posed problem. Nevertheless, Gaussians are impulse responses to a wide variety
of physical systems', generally called blurring systcms. Systems with pure Gaussian
impulse response are responsible for gaussian blur, while systems without a Gaus-
sian impulse response are responsible for non-gaussian blur. Telescopes and a vast
majority of optical systems are blurring systems in two spatial dimensions. Commu-
nication satellites are blurring systems in one dimension (waveforms are transmitted
sequentially). If the convolution inverse of a Gaussian (of infinite support) cannot be
defined as a smooth point-function, how can it be defined and subsequently utilized
to solve the inverse problem?

We propose here a novel approach to Gaussian deconvolution by constructing a rig-
orous relation between the deconvolution of a waveform that results from a Gaussian
filter, and the integration of the diffusion equation with negative diffusivity (antidif-
fusion). In constructing this relationship, a new class of highly singular functions that

'or at least good approximations thereof

4



are called hyperdistributions are introduced, as well as their algebraic properties and
a sequence of analyzing smooth point-functions (Hermite-Rodriguez wavelets) that
approximate them.

2 Singular Functions: Distributions and Hyper-
distributions

2.1 Taylor and Moment Expansions

The theory of hyperdistributions is built on ideas related to Dirac's delta function,
which is technically a distribution[4]-[11]. The Dirac delta function, 6 (x), has the
following properties:

0j 6(x)dx = 1 (21)

and Dirac's identity:

f(x) = J (x - x')f(x')dx (22)

for any suitably smooth function f(x).

Distributions, like the Dirac delta function, were first introduced by L. Schwartz[4],
and widely publicized by G. Temple[6] and M. Lighthill[10]. In fact, Lighthill dedi-
cated his book to Dirac, Schwartz, and Temple, in the following way:

To
PAUL DIRAC

who saw that it must be true,
LAURENT SCHWARTZ

who proved it,
AND

GEORGE TEMPLE
who showed how simple it could be made

Both Dirac and Temple are Englishmen, while Schwartz is a Frenchman. The English
do have a knack for putting down the French, do they not?

Distributions allow for considerable simplification and increased mathematical ele-
gance in the handling of integral and differential equations. For example, point-forces,
or short-time impulses, are frequently mathematically modelled as Dirac delta func-
tions. All expressions involving distributions, are assumed to hold under integration
with any test function[6[1O]. More specifically, distributions are defined by a se-
quence of functions, and the property of "weak convergence". Good functions (total
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functions that are differentiable to all orders, and taper at 0o0 faster than any power)
play the role of "testing" a sequence of functions for weak convergence. That is, a
sequence of good functions {f,(x))}, is a distribution if

f +00
lirn ] O(x)f,(x)dx < c for all good functions 4) (23)

n oo 10

For a more detailed introduction of distributions, refer to section 2.4: * Proof of
Consistency: Taylor Expansion of the Delta unction.

We now expand 6(x' - x) in a Taylor expansion', in terms of its derivatives about
XF:

X2
b(x' - X) = 6(x') - x6'(x') + .b (x) + ... (24p

where 6'(x) = -ý--(x). A "local" approximation to f(x) can be derived from Eq.(24)
in the following way. By substituting Eq.(24) into Dirac 's identity, we recover the
usual Taylor expansion of f(x) about x = 0:

X 2 
n, ( O)

f( ) = f(0) + xf'(O) + -f"(0) + ... + R"(x) (25)
2!

This approximation is local in the sense that it requires derivatives of f(x) at a single
point, x = 0, and in general has a limited radius of convergence. On the other hand,
by expanding 6(x - x') in a Taylor expansion about x:

6(x - X') = 6(x) - x b5'(x) + 2 16 (x)+ ... (26)

WVhen this series is substituted into Dirac 's identity, WVe obtain

f(x) = M°6(x) - M,'(x) + -2-- (x) + ... + iln(X) (27)

The coefficients M", defined by

= j.x-f(x)d (2S)

are the centered moments of the function f(x). Therefore, Eq.(27) is an approximna-
tion of f(x) involving global information about f(x).

The global expansion of f(x) in terms of its centered moments and derivatives of
the Dirac delta function is the motivation for the introduction of hyperdistributions.

2this is accomplished in a formal way; the justification and proof-of-consistency will he given in

section 2.4: * Proof of Consistency: Taylor Expansion of the Delta Function
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Definition (formal): Any "function" which may be formally written as,
00

f(x) = 1_ a .6,(x) (29)

with finite and real coefficients an given by

an = (-1)" with Mn = + X"f(X)dx (30)

defines a hyperdistribution.

To carry on the analogy with natural numbers introduced previously, hyperdis-
tributions can be identified with the set of negative integers. Much in the same way
hyperdistributions are not smooth point-functions, negative integers do not corre-
spond to any physical reality. Indeed, we can physically represent the integer 2 by
picturing, say, two apples (or physical entities of any other sort) in our mind. But
how do we represent the negative integer -2? Is an "absence" a constructive defini-
tion? In spite of this conceptual difficulty, negative integers are required in simple
arithmetic, since they are inverses to the set of natural numbers for the operation
of addition. That is the reason why the space of natural numbers is extended to
the space of positive and negative integers. In a similar fashion, hyperdistributions
do not correspond to any physical reality (e.g. hyperdistributions are not smooth
-or even piecewise smooth- point-functions), yet it will be shown that hyperdistri-
butions are convolution inverses to smooth point-functions, and are thus required in
the "convolution calculus" of signals and systems. One is thus naturally led to ex-
tend the space of smooth point-functions to include highly singular functions such as
hyperdistributions.

2.2 The Convolution Group

Given any two hyperdistributions f, and f2, their linear combination Af1 + /Lf2 is also
a hyperdistribution (where A and p are real numbers):

oo

fi(x) = E_ a,6f(x) (31)
n=O

f2(X) = E bn6"(x) (32)
n=O

Af 1(x)+pif2 (x) = -(Aa, +0 pbn)b'(x) (33)
n=O

The ps" derivative d•f(x)/dxP = VPf(x) of a hyperdistribution f(x) is also a hyper-
distribution:

00 bX =00 0l if, TZ<
VPf (X) = V •a,,,'(x) = E bnb'6(x) where b, =otherwise (34)

V=o ,i=o a._, otherwise
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The convolution of two hyperdistributions fi * f 2 is a hyperdistribution:

00 00

fl(X) * f2(x) - >3a,,V'(x) E b.bV"b(x) (35)
:=O n=O

p4~ 0000

= J(>E aPVP,6(x'))(j_ bq•-Ih(x - x')) dx' (36)
p=O q=0

Noting that (- V,, and with q integrations by parts, we obtain:

fi(x) * f 2 (x) = (-l)" (apE bqJ VIP x(z'),5(r--')dx') (37)
p=O p=O 00

From Dirac's identity,

1 +(x')b(x - x') dx' = Vplqb(X) (38)
-00

and thus Eq.(36) may finally be reduced to

fi(x) * f 2 (x) = >(ap> bqVP+q6(x)) (39)
p=O q=0

or, equivalently, with r = p + q:

fl(T) * f2(x) E E apbr-p I Vb(x) (40)

Since {a,}, and {b,), are real and finite, {X;=Oapbh_,}7 are real and finite, and

Eq.(40) defines a hyperdistribution. The three properties in Eqs.(33), (34), and (40)
above may be thought of as "closure properties" of hyperdistributions.

Another attractive property of hyperdistributions is their behavior under the
Fourier transform. Again taking f(x) = Fco a-V'b(x), the Fourier transform cran
be evaluated as:

+0e-ikzf(z)dx = >3an +et-krVnb(x)dx (41)
oon=O _00

00 P0

= an(-1)fl+(VnC-ik,)6(x)dx (42)
n-O -00

00

= a, aZ(ik)n (43)
vi=0

where we have used integration by parts n times, and Dirac's identity with Vn cakr Ir=o=
(1k)n. The Fourier transform of a hyperdistribution is thus a formal power series in
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the wave-number k. Moreover, the Fourier transform of a function is the "moment

generating function", because:
an = (_,)n-M(n) M j) 0_ nf(

an with 10 =jxff(x)dx (44)

As a result, the definition of hyperdistributions, which requires that. the coefficients
an be real and finite, is equivalent to requiring that its Fourier transform be a real
analytic function of the wave-number k.

Hyperdistributions allow an effective computation of the convolution inverse. Given
a hyperdistribution f, the desired convolution inverse Inv[f] satisfies

f * Inv[f] = b (45)

where b represents Dirac 's delta function, which, by Dirac's identity, is the unit
element of the convolution operation. We shall show by construction that if f can be
written as a hyperdistribution, then Inv[f] is also a hyperdistribution. Bv definition,

(f * Inv[f])(x) = j f(x')Inv[f](x - x') dx' = b(x) (46)

It is now necessary to compute the product of the sums and match coefficients. Taking
f(x) = En a. V6(x), and Inv[f(x)] = En b. V"6(x), it is seen that the computation
of the convolution inverse is effectively the determination of a collection of b, values,
given a set of a, values. Substituting into Eq.(46),

j(Z apV'Pb(x'))(E bqVqb(X - x')) dx' = b(x) (47)
p=O q=O

Once again noting that (-)qV, and that VPb(x) Vq6(x) - VP+qb(x),

Eq.(47) may finally be reduced to:

E _,- Vr6(x) = 6(x) (48)
r=O p=O P

Matching coefficients on the left-hand and right-hand sides implies that only the r = 0
term survives. The result is a linear system of equations for the b values in terms of
the a values. It is easiest to see the behavior by writing the first few equations in this
linear system,

a0 bo = 1

aobi+abo = 0

aob 2 +±ab, + a2 bo = 0

aAb + ab2 + a2b1 + a3bo = 0 (49)
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and so forth. Thus, it can be seen that, bo = 1/ao, b,= -al/ao b2 = a,/ao - a2 /ao,
etc.. The linear system in Eq.(49) is called the Bochner algebra for hyperdistributions,
after a very similar algebra, developed by S. Bochner[12] for power series.

In matrix notation, and if ao = 1, the coefficients b, are given by the following
Toeplitzrl3] determinant:

a, 1 0 0 ... 0
a 2  a, 1 0 ... 0
a 3  a2  al 1 ... 0

b, (-A) (50)

I
a. a.n-I an-2 an-3 ... a1

N-e note that Inv [f]I is indeed a hyperdistribution, and is determined by this algorithm
up to a function with vanishing moments.

Some convolution inverses appear in the familiar context of potential theory. For
example, the "isotropic quadrupole", which is a distribution, is the convolution inverse
of the Coulomb potential in 3 dimensions:

V 2 b(F) = In-[

42rr

Other simple examples of convolution inverse pairs in one dimensional potential theory
are (I x ,6"(x)), (sgn(x),6'(x)), and (6(x),6(x)). More examples of convolution
inverses can be obtained from standard Green's functions. For example, tile one-
dimensional Hlelmholtz equation

dX2dz"u+ p2 u = 0 (51)

can be analyzed with hyperdistributions, as well as with Fourier transforms, to obtain
both its Green's function and the convolution inverse of its Green's function. Thus,

z---d 2 + I /)e 2l = _ 6(X) (52)

The Bochner algebra for hyperdistributions shows that only the terms b0 and b2

contribute to the convolution inverse of the Green's function, thus yielding:

Jnv[&k/ 2 I = 1 - 6"(X) (53)
2

The result above is easily reprodu'ed by utilizing Fourice transforms. However, it was
shown in Eq.(19) that the convolution inverse of a Gaussian cannot be obtained with
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Fourier transforms. In contrast, that same convolution inverse can easily be obtained
through the Bochner algebra for hyperdistributions: calculation of the power moments
of a Gaussian bx(x) of width A

X
2

S= (54)

yields:

a,,= j+0xn C-/v;F)• dx

A )2n (2n - 1)!! (55)2n

a2n+l = 0 (56)

where the double factorial involves exclusively the product of odd numbers. This
leads to the hyperdistribution expansion of b)x(x):

\(x) = V .(x) (57)

The Bochner algebra for hyperdistributions yields the convolution inverse of the Gaus-
sian 6A(x):

Inv[6A(x) = - 1)V2n5(X) (58)

In a more compact operator notation:

b\(x) = C+\/,,f2- (x) (59)

Inv[b,6(x)l = e-/\IV-V 26(X) (60)

In this section, it was shown that the convolution of any two hyperdistributions
yields another hyperdistribution. Furthermore, it was proven that any hyperdistri-
bution has another hyperdistribution as its convolution inverse, provided the impulse
response can also be written as a hyperdistribution. A general algorithm for decon-
volving any hyperdistribution -the Bochner algebra- was given. As a result, hyper-
distributions provide a closure for the classical semi-group of smooth point-functions
with the operation of convolution[141. If 7" denotes the space of Hyperdistributions,
with the space of smooth point functions embedded in it, (1H, *) is an abelian group,
with the Dirac delta as the unit element. Ilyperdistributions are thus an extremely

useful tool for solving integral equations of convolution-type[151.
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2.3 Function-Theoretic Definition of Hyperdistributions

The process for defining hyperdistributions parallels the Temple definition 3 of a dis-
tribution (generalized function) as a good sequence of good functions[4]-[ll]. Good
functions are smooth and tapered. More precisely, they are total point functions that
are differentiable to all orders (C'°), and decay at ±00 faster than any power. Good
functions play the role of "testing" a sequence of good functions for weak convergence.
In fact, a sequence of good functions is a distribution if

f+0O

lim J O(x)f,(x)dx < oo for all good functions 0 (61)

Since hyperdistributions are conceived as "generalized" distributions, a second order
generalization of functions is in fact implemented. Consequently, a double test is
needed as a convergence criterion. This criterion is implemented by introducing very
good functions GA(x) with the following properties:

1. GA(x) is smooth, that is, differentiable to all orders, i.e. CO.

2. GA(X) is essentially compact, i.e. it has a Gaussian decay at ±00:
G^(X) ,- lim,-, Ne_,21/A2.

We will assume for convenience that GA is normalized to unity:

_ GA(x)dx = 1 (62)

The width of GA is defined by

A ] 2 (x - )2GA(x)dx (63)
4 ° 00

A primary example of very good functions is the Gaussian, which is denoted by 6.\(x):

X2

6 \(X) = (6.1)

A sequence of very good functions is now introduced, defined by

*H=(x) = kV6 \(X) (65)

k=o

3 LighthiJl[10 points out that in so doing, Temple follows Mikusinski's[16][171 approach

12



The sequence {7in} ,,i, where A is a nonnegative real and n is a natural number, is a
good sequence if, for all good functions qS and for all very good functions GA, there
exists a Ao such that, for all A > A0,

lim] q r)(7 *GA)(x)dx < zo (66)

We note that e tV2 b(x) are hyperdistributions. The sum (hyperdistribution)

00

E ak Vk(x) (67)
k=0

can thus be viewed either as a sequence of "good" distributions as n -* oc)

n

E akVkb(x) (68)
k=O

or, as A -- 0, as a sequence of good functions:

00

Z akVSk)(X) (69)
k=0

The latter representation is a Rodriguez expansion. The Rodriguez formula for Iler-
mite polynomials[2] can be used to show that the derivatives of a Gaussian form
a complete set of orthogonal polynomials in an L' space. And thus the Rodriguez
expansion yields a very useful point function approximation to any hyperdistribution:

CI H, (E)
Eak(-1)n" - I6\(X) (70)
k=O 

A

where Hn(x) denotes the Hermite Polynomial in x of order n.

The problem of "approximating" hyperdistributions with smooth point-functions
will be studied shortly.

2.4 * Proof of Consistency: Taylor Expansion of the Delta
Function

We start by quoting three useful definitions utilized by Lighthill[10] in his definition

of distributions4 .
4 Lighthill actually uses the terminoloev "generalised function", instead of "distributions", which

was first introduced by Schwartz[4]
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Definition I (p. 15). A good function is one which is everywhere differ-

entiable any number of times and such that it and all its derivatives are
0(1 X a- ) as I x I--+ oo for all N.

Example 1. e-_ 2 is a good function.

Definition 2. A fairly good function is one which is everywhere differen-
tiable any number of times and such that it and all its derivatives are
0(1 x 1- ') as Ix 1-- oo for some N.

Example 2. Any polynomial is a fairly good function.

Definition 3. A sequence f,(x) of good functions is called regular if, for
any good function F(x) whatever, the limit

Jimj f(x)rF(x)dx (71)

exists.

(...) Definition 5. A generalised function f(x) is defined as a regular
scquonce f,(x) of good functions (...). The integral

J f(x)F(x)dx (72)

of the product of a generalised function f(x) and a good function F(r) is
defined as

limj f,((x)F(x)dx (73)

In other words, Lighthill defines distributions by a sequence of good functions
(total functions, differentiable to all orders, that taper at ±-o faster than any power).
and by the property of weak convergence, which requires that the limit in Eq.(71)
exists, for any choice of good (testing) function F(x).

We now justify the expansion in Eq.( 24) of 6 (x' - x) in a Taylor series, in terms

of its derivatives about x' (since 6(x' - x) is technically a distribution, and not a
point-function, such a justification and proof-of-consistency is required). The Taylor

expansion-withi-reniairider of 6(x' - x) about x':

1, , , a 2 x,, ,1 O w ) + [? .v (74 )
x) = •(X') + X6 (X ,) 2X_ ' (V+) f (. - )

To be consistent with Lighthill's definition of distributions, We are required to test

Eq.( 7.1) for all available good functions O(a-):

6(x" - x)6(x')dx' --= fl6(X') + It)N ¢,(x')d.r' (75)
10 n=O



By Dirac's identity (Eq.( 22)),

N-1

W(x) = Z O (n)(0) + RIN where RIN = RN¢(x')dx' (76)

and we recognize Taylor's expansion for the test function O(x). If such an expansion is
indeed legitimate for all test functions O(x), then Eq.( 74) is justified and consistent.
However, Lighthill does not require of test functions that their Taylor expansions
converge, or, in other words, that all test functions be real-analytic.

Theorem of Consistency for Hyperdistributions: In restricting the space of
test functions to good functions that are real-analytic (i.e. CW), Eq.( 74)
is justified, and the introduction of the hyperdistribution sum in Eq.( 29)
is consistent.

It might seem paradoxical that by restricting the space of Lighthill test function (from
C-' to C-), we expand Lighthill's space of singular functions to include hyperdistribu-
tions, which are even more singular than distributions. In fact, this is a consequence
of the "dual" behavior of Lighthill's regular sequences and Lighthill's test functions
under the weak convergence property. Since the limit

lirn fn(x)F(x)dx (77)

must exist, extending the space of regular sequences f•(x) nccessarily restricts the
space of available test functions F(x).

2.5 Approximating Hyperdistributions with Smooth Point-
Functions

In this section, we will parallel Lighthill's approach in defining the delta function by
a sequence of narrowing gaussians. We will introduce a sequence of smooth point-
functions, whose limit is in fact a hyperdistribution. These smooth point-functions
will then be the focus of section 3: Ilermite-Rodriguez Wavelet Analysis.

2.5.1 "Diffusing" Hyperdistributions

It is observed thai, by formally convolving a hyperdistribution E(10 a,1" 7 5(x) with a
Gaussian of width A:

6A(x) = (78)
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one obtains an infinite series of derivatives of Gaussians:

0000 00

E ai V"(x) * bA(x) = E a{,f V'(x) * tsx(e)} = • a,,V'b(x) (79)
n=O n=O n---O

The first equality is a formal one. The proof of the second equality follows from the
application of the chain rule to the operator Vn_.,, n integration by parts, and Dirac's
identity:

Vnb(.) * 6,X,) = V~~n_ x x')b6A(x') dx'
00

f+00

(1)" 1-00 V,(x - x')b8A(x') dx'

=(1)2n~ j0 b(X _ X')Vn1 ,b,\(x') dx'

= V'b6(x) (80)

In other words, diffusion "maps" hyperdistributions, which are singular functions,
into series of smooth point-functions. This result is not surprising. Diffusion is a
smoothing operation, and is expected to map singular functions into smooth fu-Ictions.
This is indeed the case for Schwartz distributions: Picture a single Dirac delta as the
initial condition (at t = 0) of a diffusion process in time. The 1+1 homogeneous
diffusion equation can be written as

T- - V'u = 0 (81)

The initial-condition Green's function Gt(x) for such a diffusion equation is the
Gaussian[221 Gt(x) = 62,(AX). In other words, if f(x) is the initial condition to
the diffusion process, the solution of the diffusion equation at time I can be written
as:

u(x,I) = Gj(x) * f(x) = b2,1 * f(x) (82)

or, in operator form[23],

u(x,t) etV2 f(x) (83)

Since in this case f(x) = 8(x), we have

u(x,t) = Gt(x) * 6 (x)W 6
2,q(x) * 6(x) = 6b2 (X) (84)

The last equality follows once again from Dirac's identity. In other words, at t = (,
for any ( > 0 however small, a Dirac delta is "mapped" into a Gaussian of width

v2i1 by the diffusion equation. Similarly, it can be proven using Eq.(80) that a finite
derivative of a Dirac delta, gets mapped to the derivative of same order of a Gaussian
of width v2, by the diffusion equation:

u(x,t) = GI(x) * Vp(X)= 62 I(X) * V••) X = V( 62 4•)(x) (85)
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We now return to hyperdistributions, by picturing an infinite number of Dirac delta
functions, all centered at the origin, and with different amplitudes an, that is: EZo anVn6(x),
as an initial condition to a diffusion process. That hyperdistribution will formally dif-
fuse at time t > 0, however small t may be, into the following functional series:

00

E an V6 2n,( x) (86)
n=O

In other words, diffusion maps hyr erdistributions into series of smooth point- functions.
If the series converge, we can say that diffusion maps hyperdistributions onto the space
of smooth point-functions. The sufficient conditions f-- convergence of the series in
Eq.(86) remains however to be investigated.

To this end, the Rodriguez formula for Hermite Polynomials[2]:

(-1)"Hn(x)e-, 2 = Vne,- 2  (87)

can be rescaled as follows:

(-1)"HI(x),H(x) =V"6(x) (88)

where

HA(x) = "t,• (89)

And thus Eq.(86) becomes a series involving Hermite Polynomials:

Eo an(- Inn\'XbiW(90)

Unfortunately, the series above is not a classical itermite series, since the coefficients
an are centered power-moments given by Eq.( 30) (weighted by monomials in x,
and not by HIermite polynomials) .. s a result, one cannot use the standard tools
of Christoffel-Darboux theory[2], which yield the sufficient conditions for the conver-
gence of Hermite series[2]. The task that lies ahead is to transform t; e series in Eq.(90)
into standard Hermite series by relating the centered power-moments fE+ xn'f(x) dx
to the centered HIermite moments f• IItt(x)f(x) dx, where Itn(x) denotes the Her-
mite polynomial of order n. That is the purpose of the C-matrix transform, which
will be studied shortly.

2.5.2 Hermite-Rodriguez Expansions

We now expand the function f(x) directly in terms of Ilermite polynomials. Ilermite
polynomials constitute an orthogonal set of basis functions for the appropriate L 2

space, and such an expansion is thus legitimate. We start with the expansion of f(x)
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in terms of derivatives of the Gaussian of width A, with yet unknown coefficients (or
moments) b,:

+00

f (X)= Eb.V~ bA(X) (91)
n=O

where
Z2

bA (Z) = _ (92)

With the use of the Rodriguez formula for scaled Hermite polynomials derived in
Eq.(88):

(-1H)nIt(x)5x(X) = Vnb,\(X) (93)

with

tt\(x) = If,•(x/A) (94)

We substituteVnbA(x) in Eq.(91) with the expression in Eq.(93). Eq.(91) becomes:

+00
f(x) = • b.(-a)HII (x)6&(x) (95)

n=O

We now utilize the orthogonality of Hermite polynomials:

J+00 1n(x)H.(x)e dx = \/72 ni! (96)

where 6 •m represents the Kronecker delta, which is 0 if n n m and I if n = m.
We multiply Eq.(95) with H\(x) and integrate from -00 to +00. Assuming the sum
in Eq.(95) converges, We can interchange the integral and sum symbols, and utilize
Eq.(96) to obtain:

= _ +00 f(x)lIA(x)dx (97)

The coefficients bn above are called the Hermite-Rodriguez moments of the Ilermite-
Rodriguez expansion of f(x):

00

f(x) = Z-(-1)nbnHA(x)6,(x) (98)
n0

hereafter denoted as the HR expansion of f(x) with weight A. The weight parameter
is a novel feature of H1R expansions, when compared to standard expansions in terms
of complete sets of basis functions. The standard expansions do not contain a free

parameter. This parameter may be employed to speed-up the convergence of H1R
expansions. In other words, for every function f(x) to be approximated by an H1R
expansion, there exists one (or possibly more) choice(s) of the weight A for which the
11R expansion converges to a good approximation of f(x) with a minimum number
of partial sums.
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2.5.3 Power Moments, Hermite-Rodriguez Moments, and the C-Matrix
Transform

We now relate the centered power moments of a function f(x):

an 1= n _ , x" f(x)dx (99)
00

with the Hermite-Rodriguez moments of the same function:

bx- (-1)nA2n +00 H'(x)f(x)dx (100)bn '2n! _ 0

By utilizing the classical power-series expansion of Hermite polynomials[2]:

[n/2] 2 n-2p

Hn,(x) =n! (-1)P x"-p (101)
P=o p!(n - 2p)!

where [n/2] denotes the natural number inferior or equal to the rational n/2, and by
substituting Eq.(101) in Eq.(100), we obtain:

[ (-1)n [n/21 (_ 2"- 2  
f+

1) p!(n - 2p)! 0( 
2)

and thus,
J-/2] A2 a

bx= -: (-1)-pa_2p (103)
p=O 2 np

In matrix notation:
(b~ (ao

bJ CA . a 
(104)

where the matrix C0 is lower-triangular, and is given by:

J (-1)%'t 2,-,t)if (i-j) is even and positive
t . 0 otherwise (105)

The determinant of C' is always equal to 1. As a result, one can always transform an
H R expansion of f(x) into a power-moment series expansion of the same function, and
vice-versa. The problem of convergence of the series in Eq.(90) has effectively been
reduced to the problem of convergence of Hermite expansions. Christoffel-Darboux
theory[2J then yields sufficient conditions for convergence of Ilermi te-Rodriguez ex-
pansions.
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2.5.4 Approximating Hyperdistributions with Hermite-Rodriguez Expan-
sions

f(x) is expanded as a hyperdistribution:
Co

f(x) = F anV'b(x) (106)
n0O

where
an= 'n- - _ Xnf(x) dx (107)

That hyperdistribution is then approximated with a Hermite-Rodriguez series of
weight A:

f( ) = E bn Vnb5(X) (108)
n0O

where the Hermite-Rodriguez moments bn are given by the two equivalent equations
below:

2n (in 2  f(x)H(x)dx (109)

= (-L) o f x5f(zldxan -- n +0nn x)

with n= (Cm)n am (110)

The sufficient condition for convergence of Hermite-Rodriguez expansions is given
in the following section.

2.5.5 Convergence of Hermite-Rodriguez Expansions

Christoffel-Darboux theory[2] yields the sufficient condition for convergence of 11er-
mite series:

00+0 
X

ScnHn(x) with C = 2nn!V,=- e-f(x)It.(x)dx (111)
n=O

converges to f(x) if the following condition is met[2]:

+e-Cz2f2(x)dX < co (112)

llermite-Rodriguez expansions are of the form

00 I',,(x/A) A2n +, n xA
-- b. bA(x) with b, = - j1 f(x) •/A dx (113)

n=O Alln2nn!
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By multiplying Eq.(111) by 6() and by rescaling from x to x/A, the convergence
criterion for Hermite Rodriguez expansions is obtained. It is the following sufficient
condition. The series in Eq.(113) converges if the following condition is met:

+i7 e X2 A2f2(x)dx<oo (114)

2.6 Hyperdistributions in 2 Dimensions

The generalization of hyperdistributions to two spatial dimensions is now introduced.
Formal expressions of the type

00 00

f(x,y)= a, Va V'• V (x,y) (115)
n=O vn=O

which are called nyperdistributions, form an algebraic field. V' and V' respectively
denote the n" and mth partial derivative operators in the x and y directions, ,nd
6 (x, y) denotes the 2D Dirac delta function:

6 (x,y) = 6(x)b(y) (116)

The coefficients anm are given by

an = n-rnm xnY m f(xy) dxdy (117)
nm= n!MT  J 00

If f(x, y) is convolved with

00 00

g(x,y)= bnm V: V'm b(x,y) (118)
n=O m=O

through the usual convolution product *, the result is once again a hyperdistribution,
with coefficients given by

c = a * b (119)

This is the discrete convolution product, which can be written explicitly as

n m

cn-m= 1 Ean-p, m-qbpq (120)
p=O q=O

To prove the above formula, we observe that

(VnV, 6(x,Y)) * (VpVq b(x,y)) = Vn+PV+lq 6(x,y) (121)

which can be verified by repeated integration by parts. The algebra reprcscntcd by
Equation (120) is the 2D Bochncr algebra[12]. This constitutes an cfficicnt means to
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deconvolve 2D images. In particular, the coefficients of the convolution product are
given by

aooboo -coo

aioboo + aooblo Clo

aolboo + aoobol co,

aoobil + aoiblo + ajobol + allboo =el
a 2ob6 + ajoblo + aoob 2o C20

ao2boo + aolbol + aoobo2 ZCo0

(122)

The algebra is straightforward, as one notices that each cij is the sum of all configu-
rations in (p, q, r, s) of the products apqbr,, where p + r = Z and q + s = J.

If a deconvolution is to be carried out (i.e. to determine the original image after
it was convolved with a filter function), the coefficients b1, and ci, are known. Indeed,
the coefficients are respectively the 2D moments of the filter function and those of the
degraded image. This is a straightforward generalization to two independent variables
of similar results in one dimension. The unknown coefficients a,• are determined by
the linear system in Eq.(122). Their solution can be obtained rapidly with Gaussian
elimination. Once the moments aj of the original image are determined, the image
can be reconstructed by approximating the resulting hyperdistribution with an ItR
expansion, much in the same way it is done in one dimension. If, on the other hand,
one is simply looking for the convolution inverse to f, that is to determine g such that
f * g = 6(x, y), then coo = 1 and c,,, = 0 for all (n, m) -$ (0, 0); and the coefficients
bi, are once again easily determined.

3 Hermite-Rodriguez Wavelet Analysis

3.1 Introduction

Wavelets are an exciting new technique for solving difficult problems in mathemat-
ics, physics, and engineering. Applications are as diverse as seismic exploration,
data compression of digitized signals and images, the detection of submarines, and
improvements in CAT scans and other medical imaging technologies. Wavelets al-
low complex information such as speech, music, photographs, or video images, to
be broken down into fundamental building blocks -the wavelets-, and subsequently
reconstructed with high precision.

A recent article in Business Week magazine (Feb. 3 1992), entitled 'lWavclcls arc
causing ripples cvcrywhere', emphasizes:
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Catching the Wavelet- A dazzling theory of mathematics is leading to ad-
vances in: data compression (Wavelets identify key features of an image,
allowing engineers to reconstruct a photo with only a tiny fraction of the
information in the original), scientific calculation (Wavelets may help de-
cipher phenomena such as turbulence- leading, for example, to improved
aircraft designs), signal analysis (the new method makes it easier for mili-
tary radar to spot hidden tanks), and medical imaging (scientists are using
Wavelets to produce magnetic resonance pictures of the body faster and
more accurately).

The decomposition of signals and images into a set of fundamental building blocks
is not however a new concept. Fourier analysis is such a decomposition. Fourier
methods decompose a signal into a series of sines and cosines. The discrete set of
fundamental frequencies (the "building blocks") and their corresponding amplitude
completely describe the initial signal, provided some care is taken in the discrete
sampling procedure. Various properties (e.g. the convolution property) combine to
make Fourier analysis a very attractive and useful mathematical tool.

Wavelets are however an entirely new set of building blocks that present a number
of new features. One advantage of the new wavelet theory lies in its ability to zoom
in on details -much like a camera with a zoom lens- by probing signals at different
scales of resolution. Yet another advantage lies in the digita! processing of signals
and images: by processing the elementary building blocks, instead of the signal or
the image, the processing part is simplified, and new insights are gained.

A novel parametric expansion, called Hermite-Rodriguez expansion, has been in-
troduced as functional approximation to a new class of highly singular functions:
hyperdistributions. The approximation is similar to the way a Gaussian of narrowing
width is a Lighthill approximation[10] to the Dirac delta "function" 6(x); that is, the
limit of the sequence of Gaussians of narrowing width is the Dirac delta function:

lim -b(x) (123)
A-0O

We will now prove that the underlying basis functions which generate Hermite-
Rodriguez expansions are in fact wavelet functionsl27).

The HR expansion of a function f(x) is written as:

f(x) = _, aV'bA (x) (124)
n=O

The Rodrigiz formula for Ilermite polynomials[2] is then used to obtain:
00

f(x) = ZanII,,(x/A)b),(x) (125)
n=O
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with
""n = 2i-n! f f(x) Hn(x/A) dx (126)

where Hn(x) denotes the Hermite Polynomial in x of order n. We now redistribute
2n and n! in the following way:

f(x) = Zan Hd.(s ) S6(x) where an = Hd.(y)f(y)dy (127)
n=O -- 0

where

Hd'(x)-- H (xllA) (128)

By using a well-known[3] bound on Hermite Polynomials, it can be shown that the
lid Polynomials are bounded in n:

I Hd,(x) 1< keC,/2\ 2 where k - 1.086435 (129)

Furthermore, the Hd Polynomials are orthogonal in the appropriate L2 space, with

<Hd,,,Hd, > +00 ltd\(x)Hd\(x) -- X- / \2 (130)

where 6 nm denotes Kronecker's delta; the generative recursion relation for Hd Poly-
nomials becomes:

Ild\(x) = Ild•_(x) - 1 Hd_ 2 (x)

with ltd~o(x)= 1 and lId\(x) = jfx (131)

The following "analyzing" (27] smooth point-functions are now introduced:

Wý'(x) = Hd"(x),5b\(x) (132)

These functions present the following properties:

1. Wn(x) is a function of class C".

2. Wn(x) has a rapid Gaussian-like decay at infinity. In other words, the support
of the function is said to be essentially compact.

W1,'(x) is called the Hermite-Rodriguez (HR) wavelce[27] of order n and weight A.
The llermite-Rodriguez (I1R) expansion of a signal f(x) is given by

f(x)= Wa,,Wn(x) where an= ttd\(x)f(x)dx (133)
n=O
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A sample of the set of HR wavelets {WA(x)}),, with A = 2 are displayed in figure 5.

In a similar fashion, the HR expansion of an image I(x, y) with weights A and P
is given by

00 00 +0o
I(x,y) = a aW"")(x, y) where a,, ] Hd.(x)Hd-(y)I(x,y)dxdy

n=O m=O

(134)
with a similar convergence condition on weights (A, i), and with the 2D HR wavelet
function defined as the tensor product of the two ID independent HR wavelet func-
tions:

S= W.(WY) (135)

A sample of the positive part of the set {W(."')(x,,y)}n,,, for A = 2 is displayed in
figure 6, with grey scales replacing the ordinate values.

Hermite-Rodriguez wavelet expansions preserve the classical properties derivable
for orthogonal polynomial expansions (as opposed to power series), but also add an
important new feature: the weight parameter A. The convergence condition derived
previously from Christoffel-Darboux theory holds generally on a semi-infinite range
of A. This freedom can be utilized to optimize the rate of convergence of the HR
wavelet expansion. HR wavelet expansions are also found to be robust with respect
to numerical errors on the HR moment coefficients. In other words, if small errors are
committed on the exact values of the moment coefficients (for example by quantizing
the moments from double-precision reals to reals with one or two decimal places, or
even to integers), the convergence properties of the resulting wavelet expansion do
not suffer.

3.2 Hermite-Rodriguez Wavelet Expansion of a Gaussian

The Ilermite-Rodriguez wavelet expansion of a Gaussian of unit width is given by:

= - (1 - A 2 ). 
16

n=O

A proof based on linear operator relations is as follows. It can be checked by differ-
entiation in t and x that

e-X 2
/4t (17

V 4 - etV2 (X) (137)

Letting
4V = A2  (138)

We can write
,,-/A2 = C

2 V'/4b(x) = 6 \(X) (139)
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Consider the identity

= e
(-, A2_ /4( .

= e-2V2(X) 
(140)

Expanding the right-hand side,

eV2 4,6(X) =(1 -,)"V WI(-) (141)
e 7r~ = 23I2Vr.T W2n(Xn=O

This method of proof provides a useful check on the numerical calculations of HR
moments.

3.3 Hermite-Rodriguez Wavelet Expansions in One Dimen-
sion

In this section, the convergence properties of Hermite-Rodriguez wavelet expansions
are investigated. To this end, we introduce a set of 80 artificial "landscapes", the first
16 of which are displayed in figure 7. These landscapes are generated by summing 5
Gaussians whose widths and offsets are generated randomly in the range [0.1,1] for
the widths, and [-3,3] for the offsets. The landscapes are plotted roughly within the
support of three standard deviations, ie. in the range [-6,6]. In other words, if L,
denotes the nth landscape, then:

5

L.(x) = •,A.(x - x2) (142)
s=1

where 6,(x) denotes the Gaussian of width A, and (A,,x,) are computer-generated
pseudo-random variables with respective ranges [0.1,1] and [-3,3]. All landscapes are
then rescaled to unit height. Each landscape is sampled by 501 datapoints (501
numbers in the range [-6,6]).

If all 5 widths or all 5 offsets are close together in their respective values, the
associated landscape is labeled "realistic" (ie. the landscape resembles a realistic
mountain or mountain range), while if on the contrary, the 5 widths and offsets are
spread out in range, the generated landscape is labeled "futuristic".

Although Hermite polynomials of high order are known to diverge polynomially
(x", "whipping-tail") as their order n increases, the Hfermite-Rodriguez wavelets of
high order are well-behaved, and decreasing in modulus. More specifically, a classical
bound of Hermite Polynomials[3] yields:

14W,,(x) I< k v/_-- where k _ 1.086,136 (143)
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Figure 8 displays the HR wavelets of orders 1000 and 10000.

In Figure 9, a shifted Gaussian (centered at x = 2), of width A = 1/2, renormalized
to unit height, denoted by Lo(x), is approximated with a Hermite-Rodriguez wavelet
expansion AA(x) of weight A = 1, with Nt4 partial sum:

A(x) = Eai WiA(x) where a; = 1 Lo(x)Hdi (x) dx (144)
i=O

where

WA(x) = HdjA(x)b6\(x) and HdA(x) = Hn(x/A)
"2n/2 (145)

and II(x) denotes the Hermite polynomial of order i. The expansion is seen to
converge. The 4 0 th partial sum already closely approximates the original Gaussian.

In figure 10, a futuristic-looking landscape (landscape #68 and denoted by L68 (x))
is approximated with a Hermite-Rodriguez wavelet expansion of width A = 1. The
3 0 0 th partial sum closely approximates the original landscape. A high number of

partial sums is required for the capture of high frequency contents.

In figures 11 and 12, a less futuristic-looking (but still futuristic) landscape (land-
scape #71 and denoted by L 7 1(x)) is approximated with a Hermite-Rodriguez wavelet
expansion for two different values of the weight A: 1.0 and 1.15 respectively. The

1 4 0 1h partial sum for A = 1.15 quickly approximates the original landscape, while
the wavelet expansion for A = 1.0 has a much slower convergence rate. This free
parameter, can thus be utilized to improve rate of convergence. Figures 13 through
17 emphasize the critical role of the weight parameter A in ir;.nroving the conver-
gence of Hermite-Rodriguez wavelet expansions. Figure 18 displays the robustness of
H1R expansions, when HR moments are rounded off. The rate of convergence of the
quantized wavelet expansion is only very slightly modified.

It can be observed that landscapes with an increasing number of higher frequencies
require an increasing number of partial sums for accurate HR wavelet expansion
representations. This was expected for HR wavelet expansions, which are of global
nature (moment expansions vs. Taylor expansions), and capture global behavior very
fast, while they are slower in capturing sharply localized features.

27



3.4 Hermite-Rodriguez Wavelet Expansions in Two Dimen-
sions

In a similar fashion, the HR wavelet expansion of an image I(x,y) with weights A
and u is given by

00 00 +00

I(x,y) = •_ a,,,W,()(x,y) where a0,,0 =_ Id'(x)Hd1 (y)I(x,y)dxdy
n=O m=0

(146)
with the 2D HR Wavelet function defined as the tensor product of the two 1D inde-
pendent HR Wavelet functions:

,M )(x y) = i nV,(x)W41(y) (147)

A sample of the positive part of the set {WI,¶'nA)(x, y),,,,n for A =p = 2 is displayed
in figure 6, with grey scales replacing the ordinate values.

A set of SO artificial "nebulae", the first 16 of which are di-splaved in figure 19.
These nebulae are generated by summing 5 2D Gaussians whose widths and offsets
are generated randomly in the range [0.2,1]x[0.2,1] for the widths, and [-2,2]x[-2,2]
for the offsets. The nebulae are plotted within the range [-6,6] x [-6,6]. In other words,
if Nn denotes the n" nebula, we have:

5

N,.(x) = E6. ,,.(x - x,,y - y1) (148)
t=1

where ,.(x, y) denotes the 2D Gaussian of width Ai and pi, which is the tensor
product of two 1 D Gaussians:

-2 2

bA•,,u,(X,y) - ,f 'v -l'(1,19)

and (A,, y,) and (xi, yi) are computer-generated pseudo-random variables with respec-
tive ranges [0.2,1] and [-2,2]. All nebulae are then rescaled to unit height. Each nebula
is sampled by 64x64 datapoints.

4 Green's Function for the Antidiffusion Equa-
tion

In this section, we repeat in more detail two proofs given in sections 1 and 2. Namely
that Fourier transforms do not provide us with a Green's function for the antidiffusion
equation (i.e. a convolution inverse of a gaussian), but that, in contrast, there is a
simple hyperdistribution representation for that same Green's function. We then
attempt to reconstruct images corrupted with gaussian blur by letting the blurred
images evolve freely as initial conditions of the antidiffusion equation.
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4.1 Antidiffusion and Fourier Transforms

Consider the Gaussian filter G(x, t):

e 4'

G(x,t) = ' (150)

We suppress the spatial variable x if confusion does not arise, and denote G(x, t)
by G(t). We have shown in section 1.2 that an attempt to evaluate an explicit
representation of the convolution inverse of G(t) from Fourier transforms yields:

F(a,x,2t) 1 --j Ckx+ dk (151)

x
2

4it[erf(i'/t a + x ) + erf(i'vi a - ) (152)4- ' 7t - 2,v/7

where erf(x) denotes the error function[3]. Proceeding formally,
Inv[G(t)I = lim,-.oo F(a, x, 2), which was shown to diverge.

G(t) is a smooth point function for nonegative values of t. By contrast, Inv[G(t)] is
not even a distribution, since it does not exhibit weak convergence[4]-[1 1]. Specifically,

.2

its integral over the Gaussian test function e-- diverges. Proceeding with the use of
Fubini's theorem[25J on the interchange of the limit and integral sign,

ek2tf ý-k4L -,-- F(i.,.,2t) dx = lim C C dx dk = lim 4aV'i --- +00
(153)

In other words, the convolution inverse of a Gaussian filter as given by Fourier trans-
form methods is not a smooth point-function.

4.2 Antidiffusion and Hyperdistributions

In the previous paragraph, it was proven that Inv[G(t)], as obtained by Fourier
transform methods, is ill-defined. By contrast, we can give an explicit representa-
tion of Inv[G(t)] using hyperdistributions. The Green's function for the diffusion
equation[21][22] can be written[23] as

G(x,t) = etV26(X) (154)

where b denotes the Dirac delta function, and which, for t > 0, converges to the
well known Gaussian given above in Eq.(150). The function G, also called the initial
condition Green's function[24], has the properties

a G(xt) = V 2 G(x,t) , G(x,0) = 6(x) (155)
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We note that the two infinite series of distributions:

e tv26(x) = E _(± tV 2 )-b(x) (156)

are hyperdistributions. Furthermore, the expressions are inverse to each other under
convolution, as can be checked by the Bochner algebra for hyperdistributions. The
convolution inverse Inv[G(t)] of the Gaussian is now readily obtained using Eq.(154).
Thus

b(x) = (e tV26(x)) * Inv[G(t)] = etV2(S * Inv[G(t)I)(x) = eCV2Inv[G(t)] (157)

from which we conclude that

Inv[G(t)] = e-tV 2 b(x) (158)

We note the rel-tion of the convolution inverse Inv[G(t)] to the time reflected solution
of the diffusion equation:

Inv[G(t)) = G(-t) = GT(t) (159)

where 7 denotes "time reflected". The quantity GT(t) satisfies the equation:

aGT(t) = -V 2 GT(t) , GT (0) = 6(x) (160)

and therefore Inv[G(t)] is the fundamental solution of the antidiffusion equation
(time-reversed diffusion). The sequence {F(a, x, 2t)}a plotted in figure 4 can be shown
to define the same Hyperdistribution given by Eqs.(156) and (158). The sequence in
Eq.(156) is analogous to the sequence that defines b(x) in terms of narrowing Gaus-
sians. Both G and Inv[G] have analytic power series in wave-number space with
Eq.(156) as Fourier images. This is not accidental; in fact, hyperdistributions have
the algebraic properties of formal power series, since the Fourier transform of hyper-
distributions is a power series in the wave-number k.

4.3 Antidiffusing Images Corrupted with Gaussian Blur

We have shown in the previous section that the Bochner algebra for deconvolving hy-
perdistributions leads to a theoretically possible reconstruction of waveforms blurred
by a Gaussian filter by antidiffusing the blurred waveform for an appropriate duration
of time. In this section, we will go through the proof in more detail.

Suppose an image is blurred by convolution with a two-dimensional Gaussian filter
of width A. The convolution inverse to the Gaussian filter is obtained with the help
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of the Bociner algebra for hyperdistributions. The 2D Hermite-Rodriguez moments
of a normalized Gaussian filter 6k(x, y) of width A are given exactly by

rt+o0 e- n ,• m f ,,~r-! , m if n and m are even.
a,,=JJ_o 0 x dxdy = ).2) 23(n AT 0 otherwise.

(161)
Thus, the hyperdistribution expansion of the Gaussian filter:

+00+0(-_1)n (_1)"' V"b(X)Vmb(y)

n=O m=O M= Zo n( m8,
= +00 + 00 A 4  

+ M I1 n 2 b X b y 1 2= Z(flmVn~m(x6()(162)
n=O m=O 8 ;;!-

which can be separated in the form
f+ 00 A 4 1 V n ,) ( Ao A4 1, I }6 y

6 (XY) = {(--){ ) .V 6(y)} (163)

The above doublc ,n can be written in simple operator form as

6,\(r,y) = e-V"S(x)e 4 V,(y) = ei 8 (x)b(y) (164)

The convolution inverse Inv[6 1] of b, is now easily determined through the 2D
Bochner Algebra. More specifically, it represents a special simplifying case where the
2D algebra reduces to the product of two ID Bochner algebras. That is because the
above hyperdistribution of two independent variables breaks down into the product
of two hyperdistributions of a single variable (respectively x and y) as can be seen in
Eq.(163). This is not surprising; a two-dimensional Gaussian is separable in its two
independent variables. Thus, for all su-h "radial" filters, the Bochner algebra reduces
to the product of two ID algebras:

cn= { a Lb} { 2_b 2 (165)

where the superscripts I and 2 refer to the respective independent variables x and y.

The convolution inverse to bA is then easily determined (see appendix A) to be

-+00+00 + 4  1lnv[b:•](x,y) =-)nv __, X (- (X" n~nv2v xy) (166)
n=O M=0 8 nm

which can be written again as

Inv[i•j(x,y) = e- 6 (r,y) (167)
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Thus, filtering an image I(x,y) with b5 (x,y) yields the blurred image J(x,y)
where

A'V2 Y 4 V2 Y)

J(X Y) = 6 A(XY) * I(,) = e (x,(,y) (168)

And finally, reconstructing the image I(x, y):

I(x,y) = J(x,y) *Inv[•I,](x,y) = e , 4 2 b(x,y) * J(x,y) = e- A J(x,y) (169)

The use of linear operators allows simple representations for all the quantities in-
volved.

Eq.(169) can then be further simplified with the help of Taylor expansions in the
following way. Write down A"/8 as a finite sum of equally small quantities. Then
A'/8= ':•o Ak and

A4 V2jX - ) En :.A V•y(X, Y) n AVjX'I

I(xy) = e-'-(x,y) = k0 = Hje (170)

And since Ak is small, e-kV2 can be approximated to first order by its Taylor ex
pansion:

e-AkV 2 = 1 VA 2 + O(A2) (171)

Eq.(170) can thus be approximated to first order by:

I(x,y) = f1 {J(x,y) - AV2J(x,y)} (172)

where the subscript k in A has been dropped. It can now be shown that the origi-
nal image can be recovered by running a time-reversed diffusion with the degraded
image J as initial condition. The normalized time-reversed diffusion equation (or
antidiffusion) can be written as

a-J + V2J = 0 (173)

it-
and can be forward-discretized in time as

J+At -- J_ _V 2jt (174)
A

or equivalently as:

J,+At = J,- AV 2J (175)

Equations (172) and (175) are one and the same, and therefore the original image can
theoretically be reconstructed by applying a time-reversed diffusion on the degraded
image with a very small time-step (so that Eq.(171) holds to first order). Iligher-order
corrections to our approximation can be implemented by expanding the exponential
in Eq.(170) to higher order.
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We now discretize the 2+1 antidiffusion/diffusion equation with diffusivity ±v:

-a ±vV 2u = 0 (176)

in the following way. The infinite plane is sampled at locations on a square grid:

U -- f u k (177)

where the subscripts i and j represent the spatial location of a mesh point, and the
superscript k represents the time index. The continuous operators V 2 and 91 ,at are
replaced by the discrete approximations:

'Ouk Uk±1 - Uk.? t(178)Ot bft

where 8t represents tl'e discretized time-step, (this is a forward-in-time discretization
scheme, with an error of the order of b2), and

Zukc> +aiuk Io±_U (179)V'ij (a--86.

where 6. represents the discretized space-gap, and

-' = -4(@ + -3) (180)

Z k I* represents the sum of all immediate neighbors of uý- forming a diamond pat-
tern centered at uk, and Euk lu represents the sum of all immediate neighbors of
u'4 forming a square pattern centered at uik (this is a central-in-space discretization
scheme, with an error of the order of b.). The configuration of neighbors forming a
diamond pattern is called the diamond stencil, while the configuration of neighbors
forming a square pattern is called the square stencil. This central-in-space discretiza-
tion of the continuous operator V 2 is carried out in appendix B. How is the ratio
a//3 to be chosen[28]? In other words, what is the weighting of the diagonal and the
square neighbors in the discretization of the operator V 2? It is found that the best
scheme involves weighing diamond and square stencils based on their mesh-distance
from the central grid-point (square neighbors are by a factor V further apart from
the central grid-point than diamond neighbors):

//3-V2_ (181)

The numerical values chosen in the discretization are the following. bt must be
small for the approximation in Eq(171) to hold to second order, and 6, must be small
for the approximation in Eq.(179) to hold to fourth order. More specifically, we have
chosen v = I L2/T, b. = 12/65L, b, = 1.7 x 10' T, wiere L is a unit of length,
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and T is a unit of time. The values of t specified in the figures have been rescaled to
higher values for ease of comparison. In order to relate these diffusion durations to
the duration of time T responsible for the diffusion eTV2 1(x, y) of the image I(x, y),
divide t by the factor 0.0085.

In figures 20 through 23, images of the letters "T" and "E" are diffused, and
a reconstruction is attempted by antidiffusing the blurred images. If the diffusion
duration is too long, the attempted reconstruction fails.

In figure 24, an initial pattern in the shape of a spiral is diffused, and a recon-
struction is attempted for increasing amounts of diffusion duration. Once again, it is
observed that if the diffusion duration is too long, the reconstruction fails.

In figure 25, the effect of noise on reconstruction by antidiffusion is analyzed. An
intial pattern in the shape of a letter "T" is diffused for a certain amount of time. A
2D field of pseudo-white noise is generated with a random-number-generator. That
field is subsequently added onto the diffused pattern at a proportion given by the
Signal-to-Noise Ratio (SNR). The resulting pattern is subsequently antidiffused for
the appropriate amount of time, and the resulting reconstructions are displayed.

We conclude by noticing that the reconstruction by antidiffusion of blurred images
is an unstable algorithm, with the noise-content of the image (or numerical round-off
errors) as the source of the instability. Each mode is exponentially amplified in mag-
nitude with antidiffusion. The Signal-to-Noise Ratio thus plays a critical perturbative
role. The reconstruction process breaks down if the width of the Gaussian filter is
too wide (i.e. if the diffusion and thus antidiffusion durations are too long: figures
21, 23, and 24), or if the Signal-to-Noise Ratio is too low' (figure 25).

In the next section, we will approximate hyperdistribution sums with Hermite-
Rodriguez Wavelets, and once again attempt to reconstruct signals and images cor-
rupted with gaussian blur, in the difficult case of low Signal-to-Noise Ratios. We will
then generalize my results to include the case of non-gaussian blur.

5 Deblurring with Hermite-Rodriguez Wavelets

5.1 Introduction

In the previous section, we have concluded that deblurring by discretization of the
antidiffusion equation is a chaotic process, since numerical errors increase exponen-
tially with time. In other words, antidiffusion is extremely sensitive to noise, and an

5 round-off error in the computation is equivalent to noise added onto the blurred image. The coin-
putation is implemented with double-precision fortran real variables, corresponding to a phenomenal
10"' SNR, as long as the blurred image is free of any other kind of noise
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extremely high Signal-to-Noise Ratio (SNR) is necessary for reconstructing a blurred
image via antidiffusion[14]. In this section, we modify the antidiffusion algorithm by
expanding the blurred waveform in the form of a Hermite-Rodriguez wavelet expan-
sion. The antidiffusion is then carried out on the building blocks of the expansion -the
HR wavelets-, as opposed to the waveform as a whole. Hermite-Rodriguez wavelets
are known exactly, and can thus be more successfully antidiffused when the blurred
waveform is corrupted by noise. The noise enters effectively only on the Hermite-
Rodriguez moments, which are constant and remain unchanged by antidiffusion. This
deblurring procedure is found to be more robust with respect to noise. Artificial 1D
signals ("landscapes") and artificial 2D astronomical images ("nebulae"), which have
been blurred by a diffusion process and subsequently corrupted with white noise, are
successfully reconstructed.

5.2 Hermite-Rodriguez Wavelets and Antidiffusion

The fundamental solution of the diffusion equation [21][22] at time t can be written[231
as

G(x,t) = etV26(X) (182)

where b denotes the Dirac delta function, and which, for t > 0, converges to the
Gaussian form:

e-z 2 /4t

G(x,t)= - (183)

The function G, also called the initial condition Green's function[24], has tile proper-
ties ties9G(, t) = VG(x,t) , G(x,0) = b(x) (184)

It has been proven that the two hyperdistributions defined by

ev 6(x) = n !jtV 2)-b(X) (185)

are inverse to each other under convolution. That is, the convolution e-tV7 (X) *
e+tV2 (x) yields the Dirac delta function 6(x). Consequently, the fundamental solu-
tion of the antidiffusion equation

-G(x,t) + V 2G(x, t) = 0 (186)

can formally be written as e-tV 26(x).

The set of HIR Wavelets iW,-(x) } can be shown to be a globally invariant subspace
(in A) of the operators e (see appendix C). In other words, it can be proven that,
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diffusing the HR wavelet of order n and weight Al for a duration of time t yields a
rescaled HR wavelet of same order but higher weight A2:

W'. WA, 1A) (187)

where A2 = N62+ 4t. Consequently, the above statement can be time-reversed, to
show that the antidiffusion of the HR wavelet of order n and weight A2 for a duration
of time t yields a rescaled HR wavelet of same order but lesser weight A,:

e-V2 WWk(x)= (.T)W) A2) (188)

This property is utilized in the following section.

5.3 Wavelet Reconstruction of Diffused Signals and Images
(Gaussian Blur)

A one-dimensional signal S(x) is diffused for a duration of time t. The resulting
blurred' signal is denoted as S(x). The goal is to reconstruct S(x) by antidiffusing
S(x) for the same duration of time t. To this end, we expand S(x) as the Nth partial
sum of an HR expansion of weight A2:

N
SW(x E y•. ý11 5 W22 (189)

n=O

where {&h1}. are the Hermite moments of the blurred signal S(x), weighted by A2.
The partial sum above can be formally antidiffused by antidiffusing the constitutive
blocks of the expansion, which are the 11R wavelets: by formally antidiffusing for a
duration of time t, we obtain:

N N N
e-,'t (X) X e-,,{Zanw22(x)1 = JV. ,{w2(X)} = W.1 W

(190)

with A, = VA - 4t. The antidiffused signal can therefore be put in a form very
similar to an HR expansion, this time of weight A,. However, the antidiffused signal
in Eq.(190) is not an HR expansion, because of the extra factor (i) multiplying the
llermite moments h,,. Consequently, a condition of the same type as in Eq.(1 14) does
not guarantee the convergence of the antidiffused series. This matter will be treated
in the next paragraph. The case of two-dimensional images is similar, since two-
dimensional HR wavelets are the tensor product of two one-dimensional 11R wavelets.

'in this section, we restrict ourselves to pure gaussian blur
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As a result, the antidiffused HR expansion of an image can be put in a form similar to
a 2D HR expansion, with the extra factor 0,x) multiplying the Hermite moment
of order n x m.

Blurred signals and images (pure gaussian blur) have been formally reconstructed
by antidiffusing their HR expansions. Since e+kV is a linear operator, it is known[29]
that' if both series

N
S(x) = 1: hWX2(x) (191)

n0ON i.( L) 'w • • 1 2
R(x) = :' X)(9

are convergent, then the reconstructed signal is given by R(x) = e-tV2S(x), with
R(x) given by Eq.(192). However, there is no guarantee that the series R(x) does
converge.

More specifically, if the moments a,, do not decrease to zero as fast as
diverges as n --- co, then the series R(x) diverges. This is in fact the typical case
when the diffused waveforms are corrupted by instrumental, numerical, or computer
round-off noise. To see how this happens, we decompose the Hermite moments i,,
for a diffused and noisy signal as the sum of the analytically exact (but unknown)
moments b, , and the residual error Z,:

a= b, + Z" (193)

The antidiffusion of the HR expansion with the analytically exact moments b, yields
precisely the HR expansion which converges to the original signal S(x):

0000 (1) 00

S(X) = e- E .w2 = (X) ( E 2 w,.(x) = Ea,, WI(x) (194)
n=I n=O Atn=O

On the other hand, the antidiffusion of the HR expansion with the residual error
coefficients Z, diverges:

Jim Z"~ Wn~1x = o (195)

However, since usually Z,, -< bn, the series in Eq.(195) will require a minimum amount
of partial sums before the residual error can grow in modulus and overtake the exact
solution as given by Eq.(194). The series in Eq.(195) is called partially convergent, or

7in one dimension, without loss of generality
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asympto)tic. Consequently, if the N'h partial sum ZN 0 a () is a
mation of the original signal S(x), and

Z.., Wn' (.T) < L a, IV-"(x) (196)
n-=O n-=O

which usually implies that

ZN <•'aN (197)

then the reconstruction

R(x)= a,. () (198).=0
is successful, and R(x) ; S(x). If, on the other hand, the antidiffused residual error
series grows too fast (e.g. if b, and i, are of the same order, which is the case if the
Signal-to-Noise Ratio is too low), and higher-order partial sums are required for good
approximations of the signals S(x) and S(x) (e.g. if the original signal comprises
a large number of high-frequency components), then the reconstruction will fail. In
other words, for lower order partial sums, antidiffusion can be implemented for longer
durations of time, and consequently reconstruct severly blurred signals. If, on the
other hand, good approximations of the signals 9(x) and S(x) require partial sums
of higher order, the amount of antidiffusion which can be performed on the blurred
signal before instrumental and numerical errors overcome the calculation is limited.
This limitation, as well as successful deconvolutions, are displayed in figure 26 for
one-dimensional signals, and in figure 27 for two-dimensional images.

We now investigate whether it is possible to determine a priori the threshold in the
order N for which the reconstruction by antidiffusion will fail. To this effect, We can
utilize one of two classical constraints employed in signal and image reconstruction:

" positivity: the intensity of each pixel of the reconstructed waveform must be
positive, since the original waveform is everywhere positive.

" total intensity conservation: the total intensity of the waveform is a con-
served quantity under any diffusion/antidiffusion process (see appendix E). Con-
sequently, it is required of the reconstructed waveform to conserve the total
intensity of the blurred waveform.

At a certain threshold in the order N of the reconstruction, one of the two criteria
above is destined to fail. At that point, the reconstruction will fail as well. That
is because the diverging antidiffused residual error series in Eq.(195) overtakes in
magnitude the value of the exact antidiffused series in Eq.(194). The upper limit in
N for which the two criteria above are still verified will yield the order of the best
possible reconstruction by antidiffusion of the HR expansion of the blurred waveform.
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5.4 Application to Simulated Landscapes and Astronomical
Images Corrupted with Gaussian Blur

in figures 26 and 27?, a one-dimensional signal (landscape 11) and a two-dimensional
imnage (nebula 62) are diffused for a certain amount of time. The diffused waveforms
are subsequently corrupted with white noise obtained by a pseudo-random number
generating algorithm. The one-dimensional signal is corrupted with 3% additive noise
(i.e., the noise is added uniformly ont, the diffused signal, at a proportion of 3% of the
maximum intensity of the signal). The two-dimensional image is corrupted with 30%
multiplicative noise (i.e. the noise is added uniformly onto the diffused image, pixel by
pixel, at a varying proportion of 30% of the intensity of each pixel). Both the diffused
and noisy signal and image are then approximated by a ID and 2D HR expansion
respectively. The HR expansions are subsequently antidiffused by antidiffusing the
underlying HR wavelets. The antidiffusion of the ID HR wavelet of order n and
weight A for an amount of time t is known exactly: it yields the HR wavelet of same
order, of weight A-2- 4t, rescaled by wile factor {A/(viA- 4t)}". The antidiffusion
is carried out on the blurred signal (for the same amount of time as the earlier diffusion
duration) on two HR partial sums of different order, one of lower order, the other
of higher order. Both reconstructions are displayed. The antidiffusion of the lower-
order partial sum is successful, while the antidiffusion of the higher-order partial sum
displays the diverging effects of noise on the Hermite moments. The antidiffusion is
also carried out on the blurred image for two different HR partial sums. The same
remarks apply. The tests of positivity and conservation of total intensity are carried
out for the signal in figure 26 and the image in figure 27. The results are displayed
in figure 28, together with a least-squares goodness-of-fit evaluation of the fidelity of
the reconstructed waveform with the original waveform, plotted against the order N
of the partial sum. The best reconstruction is located at the minimum of the least-
squares curve, and this does correspond to the upper limit in the order N for which
the reconstructed waveform is everywhere positive, and for which the total intensity
remains equal to the total intensity of the blurred waveform.

It is noteworthy to point out that the noisy signals and images were not pre-
processed for noise reduction before antidiffusion.

In figure 29, the blurring of the image in figure 27 is repeated, and a reconstruc-
tion of the original image by a direct discretization of the antidiffusion equation is
attempted. In the case when the blurring is clean -that is, when the only source of
noise on the diffused image is numerical round-off noise'-, the reconstruction is suc-
cessful. In the case when the diffused image is corrupted by noise, the reconstruction
is highly unsuccessful.

'the discretization is performed with double-precision real variables, bringing the Signal-to-Noise
Ratio in this case to about 1015.
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The advantages of wavelet-based antidiffusion as an algorithm for deblurring sig-
nals and images are:

"* The aj, tidiffusioi, a160rithm does not require any lengthy computation, since
antidiffused wavelets are known exactly. This is in sharp contrast with the
antidiffusion algorithm (directly involving a discretization of the antidiffusion
equation, which has a very high computational load), or even Fourier transform
methods (which require lengthy integral calculations).

"• The algorithm is noise-robust, since noise enters only in the computation of the
Hermite moments of the blurred waveform. In other words, noise is involved in
an integration (the moment computation), which is a "smoothing" operation,
as opposed to a differentiation process (e.g. direct discretization of the antid-
iffusion equation), which is a "roughening" operation. Nevertheless, noise or
numerical errors on the Hermite moments eventually impair the reconstruction
of the blurred waveform in the case where higher-order partial s~is are itec-
essary for accurate HR-expansion approximations of the blurred and original
wavc.io-ns, as well as in the case of large diffusion durations.

5.5 * Wavelet Reconstruction of Signals and Images cor-
rupted with non-Gaussian Blur

A one-dimensional signal S(x) is blurred by convolution with a filter F(x) that is
not a gaussian (in other words, the blurring process is not equivalent to a diffusion
in time, but rather the result of a more complicated process). The resulting blurred
signal is denoted as I(x):

S(x) * F(x)= I(x) (199)

The goal is to reconstruct S(x) by "antiblurring" I(x), which is equivalent to con-
volving I(x) with the convolution inverse of the filter function F(x). In other words,
1(x) will be anti-blurred, and the original signal S(x) will be recovered by iiverting
Eq.( 199). To this end, we will break down the signal, the filter, and the blurred signal
into wavelet "building blocks", and process the building blocks themselves, instead
of working on the entire waveforms. We will then prove that the resulting wavelet
equations can be easily inverted, and that the inverse problem is well-posed, with
only a mild restriction on the filtering function F(x). We proceed by

* expanding the original S(x) in terms of a truncated H1R wavelet expansion of
weight A:

N
S(X) E a"Wn'(X) (200)

n=O

where {an},I are the Ilermite moments of the signal S(x), weighted by A.
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"* expanding the filter F(x) in terms of a truncated HR wavelet expansion of
weight p:

NF(x) ;t- E b.W,,l(x) (201)

where {bn}, are the Hermite moments of the filter F(x), weighted by it.

"* expanding the blurred signal I(x) in terms of a truncated HR wavelet expansion
of weight v:

N
I(X) "E •CW,(X) (202)

n=O

where {•}. are the Hermite moments of the signal I(z), weighted by v.

Eq.( 199) becomes:

{ZEan Wn(X)} b. {bW.'(x)} Zcp, 14-(x) (203)

From Appendix D, we know that

Wn(.) ' wV(x) .W = 1"" T; (204)

where
S ' F" ,/+ :m)! (205)

trn (A2 + L 2) V n!m!

and thus, writing the subscript n,m as nm, and suppressing the superscript "'i when
confusion does not arise, Eq.( 203) becomes:

co = yooaobo

cl = ^to0aobt + y10albo

c2 = ^02aob2 + y11alb, + 'M2 a2bo

cn = 3 7p,._apb,-p (206)
p=O

In matrix notation,

ooobo 0 0 ... 0 ao
-y0o b1  7obo 0 ... 0 a I
1 02b2  y11b1  7 2obo ... 0 a2

(207)

"" onbn 'h,n-16 n-1 Y2,n-2bn-2- ... -Ynobo a,,
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It can be seen that the above matrix is lower triangular, and thus that the determinant
is equal to the product of the main diagonal, which is equal to bn jl= 0O. That
piuduct is always nonzero, provided that bo be non-zero. In other words, the matrix
equation ( 207) can always be inverted, provided that the zeroth moment bo of the
filter be non-zero. But since we require that the filter conserve the total intensity of
the original waveform S(x), bo must be equal to 1 (see Appendix F), and Eq.( 207)
can always be inverted. The solution is obtained by simple Gaussian elimination with
the following recursion formula:

1
ao 0obo

an Cn - Yp.vapbn-} (208)
-y~obo I p=OI

Once the coefficients {an}n are determined, the original signal S(x) can be recon-
structed by its wavelet expansion:

S(x) = E an V,,W(x) (209)

Experiments involving the reconstruction of simulated landscapes and nebulae
corrupted with non-gaussian blur are being developed.
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(a) IMAGE FORMING SYSTEM

scene radiance optical image irradiance
f(x./) system C (x.y)

(b) iMPULSE RESPONSE

Point ~spread

functicn

(c) LINEARITY

(d) SHIFT-INVARIANC_

1. Properties of linear and t;:ne-invariant (LTI) systems.
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2. Image formation in the spatial and Fourier domains. Filtering by convolution
with a smooth point-function is a "smoothing" operation.
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3. Approximations of the convolution inverse of a gaussian filter of unit width, as
given by Fourier methods. The limits of the Fourier integral are cut-off at ±a:

F(a, z, 1) - f-L e"-kz+-2 dk. The vertical F axis' endpoints are the extrema
of F(3.o, X, 1).
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4. Approximations of the convolution inverse of a gaussian filter of increasing width
t, as given by Fourier methods. The limits of the Fourier integral are cut-off

at ±a: F(a,z,L) i f1: e Ykx+i dk. The skirt in each figure ends at the
minimum of F(3.o, z, 1), while the upper endpoint of the vertical F axis ends at
its maximum.
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IHR Wavelet, order 8 HR Wavelet, order 9 HR Wavelet, order 10 HR Wavelet, order 11

HIR Wavelet, order 12 HR Wavelet, orderl3 HR Wavelet, order 14' HR Wavelet, order 15

5. Elements of the sequence of 1D HR wavelets of weight A = 2, evaluated in the
range [-6,61. The HR wavelets are rescaled to unit height.
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HR Wavelet: order 4,4 HR Wavelet: order 5,5 HR WVavelet: order 6,6 HR Wavelet: order 7.7
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IHR X\avelet: order 8.8 HR WVavelet: order 9,9 HR W\avelet: order I0,10HR W\avelet: order 11.1-1

HR Wavelet: order 12,12 HR W\avelet- order 13,13 HR \\avelet: order 14,14 HR \\avelet; order 15.1-.

6. Elements of the sequence of 2D HR wavelets of weight A = y = 2, evaluated
in the range [-6,61x[-6,61, with the ordinate in the range [0,1] exhibited in grey
scales (i.e., negative intensities are not plotted). The HR wavelets are rescaled
to unit maximum intensity.
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7. First 16 elements of a family of 80 artificial "landscapes". The landscapes were
obtained by summing five gaussians whose widths and offsets were obtained
by a random-number generator in an appropriate range. The landscapes are
subsequently rescaled to unit height.
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renormaliz~ation of tHermite polynomials to tHd polynomials allows the numer-
ical evaluation of HR{ wavelets of high order by eliminating the need for anNv
evaluation of factorial products.
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9. A Gaussian of width 0.5, offset at z = 2, is approximated by an HIR wavelet
expansion of width ,• = 1. 32 partial sums are plotted.
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10. The "futuristic" landscape 68 is approximated by an HR wavelet expansion of
width A = 1. The partial sums are plotted in increments of 20. The capturing of
'very localized features (i.e. high frequency content) is slower than the capturing
of global behavior (i.e. low frequency content features).
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11. The "futuristic"-looking landscape 71 is approximated by an HR wavelet ex-
pansion of width A = 1. The partial sums are plotted in increments of 20. The
wavelet expansion experiences difficulty in approximating one specific feature
of the landscape. This figure is to be compared with the next figure.
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12. The "futuristic"-looking landscape 71 is approximated by an HR wavelet ex-
pansion of width A = 1.15. The partial sums are plotted in increments of 20.
This wavelet expansion, as opposed to the previous expansion for which A = 1,
now quickly captures all features of the landscape. The text explains why this
happens.
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13 The "realistic"-looking landscape 11 is approximated by an HR: warvele expan-

sion of width A = 0.82. The partial sums are plotted in increments of 1. The

first 21 partial sums are entirely undifferentiated, and look exactly Eike the se-

quence of underlying HIR wavelets. The approximation starts taking shape with

the 23 rd partial sum.
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18. The HR moments for landscape 11 were quantized to a range of 256 = 2' values.
In other words, the values of the HR moments were slightly modified to fall into
256 equally spaced bins in the range of the HR moments. The weight A of the
expansion is 1.48 (optimal). The rate of convergence of the quantized wavelet
expansion is only slightly modified. The HR wavelet expansion is robust with
respect to small errors on the HR moments.
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19. First 16 elements of a family of 80 artificial "nebulae". The nebulae were ob-
tained by summing five 2D gaussians whose widths and offsets were obtained
by a random-number generator in an appropriate range. The nebulae are sub-
sequently rescaled to unit maximum intensity.
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letter T, t=O diffused, t=24

...........

restored, t=20 restored, t=16

restored, t=12 restored, t=8

I restored, t-4 restored, t=-O

20. Letter "T" (for Tina.), which has been diffused for a duration of time t
24, corresponding to 12xi10 4 numerical iterations of the discretized diffusion
equation (with unit diffusivity), and subsequently reconstructed back to t = 0
(with intermediary results) by the same number of iterations of the dliscretized
antidiffusion equation (with unit diffusivity). The reconstruction is successful.
The text gives the correct scale of time t.
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restored, t=--5 restored, t---0

21. Letter "T", which has been diffused for a duration of time t =30 (15 X iG itera-
tions of the discretized diffusion equation), and subsequently reconstructed back
to t = 0 (with intermediary results) by iterating the discretized antidiffusion
equation (15X104 iterations). The t = 0 reconstruction is not successful.
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letter E, t=Q diffused, t-25.2

... .. . . .. . . .

restored, t=21.0 restored, t=16.8

- resored t=4--2-restored, t O--

.. .........!! ! !• :• . .. . " : : :: : :: :

consrucedracktord t -- 20(wit it rmediaryresuts bitertighedicrti8

.. ; .. .......... . .

.... ::::: ::::::::: ::::::: i...:: .:-; .: :. :•....

................ o7o..... .......

restored, t--=12.6 restored, t--8.4

,-.restored, t=4.2 restored, t=-0.0

22. Letter "E" (for Entropy), which has been diffused for a duration of time t -- 24

(12 x10' iterations of the discretized diffusion equation), and subsequently re-
constructed back to t = 0 (with intermediary results) by iterating the discretized
antidiffusion equation (12x 104 iterations). The reconstruction is successful.
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. Huiiii..... ...........
.........;. .

letter E, t-=0 diffused, t=30

. ............................ : : :: : :: : : :: : :

restored, t'-25 restored, t--20

S .... .... . ::: :::;...... .i; ; .: .; . ..• :

.. ......

S.... °. .......... ....

restored, t 15 restored, t--0

.; ." . .. °.. .. .
... o. ... O...l... . ......

.LE....w.h.ic..a.be .. d ..f a t.. .......o tm 0

............ I.•.
... . ....

tinsofth dsrestored, diffsio eqainen ustoequentlyrcnsrcedbc

"eu inie t n) T�he'': , 0 reconstructi..... . "-e f
..............

........... mum ,;l ,.

............. m :,.
.. ................. e - -- l l le -

restored, t=15 restored, t=10

23.~ ~~ ~ ~~~~~~~~~~~~~= ...r:•,wihhsbe dfue o uaino tm 0(5 0•iea

tinsofth dsrestored, difuio reain, nustoequentlyrcnsrcedb

to t = 0 (with intermediary results) by iterating the discretized antidiffusion
equation (15 X 104 iterations). The t = 0 reconstruction is not successful.
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spiral pattern, t=O diffused, t=2

diffused, t=24 restored, t0O diffused, t 258 restored, t=O

diffused, t=26.4 restored, tz=O diffused, t=27 restored, t=O

24. Spiral pattern, which is diffused for durations t=24, 25.8, 26.4, and 27, and sub-
sequently reconstructed back to t = 0 by iterating the discretized a-ntidiffusion
equation. As time is increased, the reconstruction is increasingly unsuccessful.
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-YS -fL -yp -.1W W6.

$4L -I.

letter T, t0O diffused, t=12 + noise (SNR. 1) restored, t0O

~si~r 4 ¶............

noise MU4'= 10

restored~~~~~~,i?3 t= os SR1' etrd =

+ noise (SNR=102) restored, t0O + noise (SNR=10 ') restored, t=o

25. Letter "T"I which is diffused for t=12, and corrupted by additive noise at SNR's
= 1, 102, 101, 106 , and 107". The reconstruction by iterating the discretized
antidiffusion equation is subsequently attempted. The reconstruction is only
successful for extremely high SNR's.
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original signal diffused signal for
t=0.3

noise field diffused signal for

t=0.3, corrupted with
3% additive noise

reconstructed signal. reconstructed signal,

antidiffusing the 25," antidiffusing the 50"

partial sum HR ex- partial sum HR ex-

pansion of the dif- pansion of the dif- I

fused and noisy sig- fused and noisy sig-

nal. with weight ,A nal, with weight A =

3. The reconstruction 3. The reconstruction

is successful. is not successful.

26. Landscape 11, which is diffused for t = 0.3 by convolution with the Green's
function of the 1+1 diffusion equation. The diffused signal is subsequently
corrupted with 3% additive noise (the noise field is added uniformly onto the
diffused signal, at a constant proportion of 3% of the maximum intensity of the
signal). The reconstruction by antidiffusion of the HR wavelet expansion of the
diffused and noisy signal is attempted. The weight of the HR wavelet expansion
is A = 3. The 2 51h partial sum of the reconstruction is a good approximation
to the original signal. The 50tA partial sum is not. The text explains why this
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original image diffused image for
t=O.6, enhanced for
contrast

noise field diffused image
for t=0.6, corrupted
with 30% multiplica-
tive noise, enhanced
for contrast

reconstructed image, reconstructed image,

partial sum FIR ex- partial sum HR ex-

pansion of the dif- pansion of the dif-
fused and noisy im- fused and noisy im-
age. with weight A = age, with weight A =
2. The reconstruction 2. The reconstruction
is successful, is not successful.

27. Nebula 62, which is diffused for t = 0.6 by convolution with the Green's function
of the 2+1 diffusion equation. The diffused signal is subsequently corrupted
with 30% multiplicative noise (the noise field is added pixel-by-pixel onto the
diffused image, at a varying proportion of 30% of the intensity of the pixel).
The reconstruction by antidiffusion of the HR wavelet expansion of the diffused
and noisy image is attempted. The weights of the 2D HR wavelet expansion

n+m=21

are A = = 2. The 21 t partial sum (ie. E, Em) of the reconstruction is a
good approximation to the original image. The 2 9th partial sum is not. The
text explains why this happens.
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S0 t

0 65
Landecaoe 11 z

order amont Of total leaSt

no 9 ati'Oe *ftoflity) ;quares
intin l ty (2 a64766) 1t
(curve 3) (curve 2) (curve 1)

S0.eeeeeee.ee 2.604749 6.26SeSe9
5 2.4978430E-03 2.668753 8.2497481

16 1.2247832E-e2 2.627676 6.2135766

3S $.6897549E-e2 2.716218 6.1514755
20 3.39s331£E-62 2.673358 0.2249S42
2S 7. 7,S7 ;E- 2 1a:,:7 I 3'"77-7SE:2
3z r. 19,7s2 2.622 44 4.7781941E- 2

35 0.1938762 2.996173 0.2123651
40 0.1126340 2.832430 7.319885SE-02
4S 6.3814333 3.37:775 6.3614376
56 .. 3252,48 3.2660 -.1912387
65 6.8767346 4.348985 4 .9972774
86 0.3846842 0.377549 6.2134077
aS 1.696428 6.399046 2.046997

3

0 50
Nebula 82

order amount of total lesit

negat. e ;,tensity squlna.

inte":*ty (3.ý287809 ';t"(cur e 3) (Cur!e 2) (cu.-e 1)

6 6.86866665.66 3.2878685 .78888. 9
S 6.2564769 3.588553 6.51564t5

16 4.3364:68 3.949536 6.2448877
15 6.3:68582 4.006921 6.14ss814
26 6.391023. 4.0686$ 6.2138484
2s 0.7865704 4.848884 6. 799982
30 3.332227 9.95:042 2.049304
3S 13.27S46 29.83713 26.36s06
46 47.55969 91.46572 364 2693
45 144.34 4 291.9628 28S2.086
60 396.5940 794.4598 21652.69

28. Positivity and total intensity conservation test for the reconstructions in the two
previous figures. These tests yield the order of the best possible reconstruction
by wavelet antidiffusion of blurred waveforms. As these tests fail (as curves
2 and 3 diverge), the reconstruction fails as well (the least-squares fit of the
reconstruction with the original waveform, i.e. curve 1, diverges).
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original image diffused image for
i=0.2

diffused image for Reconstruction by
t=0.2, enhanced for discretization of the
contrast antidiffusion equation

with './' tO'.

Reconstruction by Reconstruction by
discretization of the discretization of the
antidiffusion equation antidiffusion equation

with SA'It - 10L. with S.'i -5 x 10'.

Reconstruction by Reconstruction by

discretization of the discretization of the
antidiffusion equation antidiffusion equation
with S%'1 ý- P"I. ' l=0s (equiva-

lent to double preci-
sion round-off error).

29. Attempt for reconstruction of the blurred image of nebula 62, by iterating the
discretized antidiffusion equation. While HR wavelet antidiffusion allows recon-
struction with very low SNR's, it can be seen that antidiffusion by discretization
of the antidiffusion equation is only possible for Ncry high SNR's.
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Appendix A: Hyperdistribution Expansion of the
Convolution Inverse of a Gaussian Filter

The Gaussian filter bA(x,y) is a "radial" filter, that is, it is separable in its two
independent variables x and y. As a result, its hyperdistribution expansion is equally
separable, and the 2D Bochner Algebra reduces to the product of two 1 D Algebras (see
Eq.(165)). The hyperdistribution expansion of its inverse is thus equally separable,
and We can restrict the study to just one variable, without loss of generality. The
hyperdistribution expansion in x is obtained from Eq.(163), which is repeated here

+00 A 1 (1b-k W = E ( _)n•v I (X) (210)
rn=O 8n

The ID Bochner algebra thus reduces to determining the coefficients bk such that

S= b.0 (211)

k=0O(nk)

wherc 6n0 = I if n = 0 and 0 otherwise. Trying the substitution
)_ 4 )k

bk= (212)

in the sum in Eq.(211) yields:

8 E(no k)!k! (2)13)

The partial surn above cai be rewritten as

(214)
k.0 -(n k)!k!

and the binomial expansion of (1 - I )"/n! is recognized, which is identically equal to
0, except for when n = 0, in which case it is equal to 1. q.c.d.
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Appendix B: Discretization of the operator V 2

In this appendix, we discretize the continuous operattor V2 , in order to discretize both

diffusion and antidiffusion equations. The discretization scheme will be central-in-
space, and forward in time. Let xoo, Zoi, -., Xon,,ZIO, Xi, ... , Xln, ... denote the spatial
location of the grid points, and let the real function f, of the variable xpq, be the
measure of a real-valued distribution assigned to the grid. If confusion does not arise,
we will denote f(xpq) as fp'. A Taylor series of order 2 x 2, for fij, around Xpq can
be written as:

2 2 1 n9n+m

fu = Z Z (xiq- xiq)" (xjq - x.) m a mnr - O(63) (215)
n=O m=O " 0. "

If {xjij) are the locations of all eight neighbors surrounding xpq, and o0 is the weight
assigned to the neighbor at xij, we write:

3 3 = 3 3 2 2 1 an+m

3 tfj Z Z 1 (Xiq - Xnq)' (X.q - Xmq)m f +
= = = = n=O m=On ) n fn

24nq Xmq)m n!m! 'a~mfnm
n=O m=O Ii=O j=O I

+ o(b.) (216)

We are interested in evaluating V 2fpq as a linear combination of the type Zi F- o,)f),
where {x,j ,, are the locations of all eight neighbors of Xq. Since

V 2 ! = a2 + a2 (217)

WVe set { }n,,m = { },,,, 0 for (rn, n) in {(0, 0), (0.1), (1,1)}, and { },.m =
{ }I., for (mn, n) = {(0, 2)}, in Eq.(216). These constraints generate five equations,
which reduce to the following two independent equations:

V2fpq = aoZf1o +iEf10 +Yfpq + X O(') (21s)(ar + 3)62÷ ) 2

'= -4(a+B) (219)

where a with no subscripts denotes the coefficient assigned to each cell of the diamond
stencil, while 3l denotes the coefficient assigned to each cell of the square stetcil, and
"t is the coefficient assigned to the center-cCll .T pq, (k and il rernain free paranieters in

the discretization.
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Appendix C: Global Invariance of the Set of Para-
metric Hermite-Rodriguez Wavelets in the Diffu-
sion Group

In this appendix, we show that the diffusion or antidiffusion of an HR wavelet yields a
rescaled HR wavelet of same order, and of respectively bigger or lesser weight. Since
the Dirac delta is the unit element for the operation of convolution, and since the
diffusion of the Dirac delta yields a Gaussian of width two times the square root of
the diffusion duration, we can write that:

jV2 w•,ý(X) = e,V2(b(X) * w"I(X)) = (e,V2b(X)) * w"ý(X) =_ •-2/4
e n() -*2 v/*- * Wn(x) (220)

The last operation of convolution above can be evaluated explicitly by employing the
Rodriguez formula for HR wavelets, and the chain rule on V':

CX2/4t r+0( e+-•2/4f (-1) A AVn_ *-(z-Y)2 /A2

Sdy (221)
*Vir W )22(n!) (221)

X2

-1)")\nV/n e •-'9+ (23)

r2(n!) V7r (A 2 +4t)
AV- IVV'\r4-(x) (224)

(\ A+ 4t~n

And consequently, we can write:

diffusion: e+`V2 W,''(x) -- (A2) Wn(x) (225)

antidiffusion: e-v 2 Wn2(x) = (.)" W,2'(x) (226)

with A2 = A+4t (227)

In other words, the set of parametric ItR wavelets is a globally invariant subspace
-in the weight parameter A- of the diffusion/antidiffusion group[14]. This property
of liR wavelets enables one to formally diffuse/antidiffuse one-dimensional signals,
or two-dimensional images, by diffusing/antidiffusing the 11R wavelets, which are the
building blocks of the signals' or images' IIR expansions.
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*Appendix D: Global Invariance of the Set of

Parametric Hermite-Rodriguez Wavelets in the
Convolution Group

This appendix is a generalization of the previous appendix: We show that the con-
volution of two HR wavelets of respective orders n and m, and respective weights A
and it, yields another HR wavelet, of order n + m, and weight V/X2 +/tT .

Lemma 1. The Rodriguez formula for Hermite polynomials yields:

(- 1)nHn(x)e- 2 V n(e-X2 (228)

It can be rescaled to yield:

(-1)nHn(x/A)e- 2 /,2 -- V(e-2 /A2) 0 (229)

Lemma 2. By definition of HR wavelets,

W(X) = Hd((x) = 2(/-A).zv 2/A 2  (230)

By Lemma 1,

n 2n/ Vn_ ( V/i-AX)=-in V e----• /) (231)
2n/2 V'.

and thus

IV'(x) • WP(x) 2"_-_ V"( C/A ) * Vm (- /A) 2 0 (232)

Lemma 3. The convolution of the nth derivative of e-X 2/1 2 with the mth derivative of
e-' 21 " 2 is given by

V7n( e_2 I2/) * VM,(e-X 2/P 2)= +._ V= (,-y2/•\) V _v(e--)1/02ldy (233)

By the chain rule on VmX-y,

(- V.(&-2 /e2 ) = f+ V,(e•-'2  ) V _(e(-Y) 2 /t 2 )dy

= j V'(c-d2 /A2 le-C-) 2/e dy (234)

By a change of variables, and the chain rule on VT_•,

V-(C-,2/A2) * V,(-, 2 /,12 ) = Vn.+, 1+0 C-Y2 /A2 C-(r-v)2/i,,dy (235)
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and finally,

Vn(,- 2 /A\2 ) M( -W2 I+ 2 Vn+"m(e- 2 /('\2+M2)) 0 (236)

Finally combining Lemmas 2 and 3,

AW( O = -(n,)'y W' W(x) (237)

with
An_ A -- _ (n+m)! (238)

-tn,,m (A' + 2 )"+-rn nim!M)

In other words, the set of parametric HR wavelets is a globally invariant subspace -in
the weight parameter A- under convolution. This property of HR wavelets enables one
to formally convolve/deconvolve one-dimensional signals, or two-dimensional images,
by convolving/deconvolving the HR wavelets, which are the building blocks of the
signals' or images' HR expansions.
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Appendix E: Waveform Total Intensity Conserva-
tion in the Diffusion Group

We first prove that any diffusion/antidiffusion process conserves the total intensity of
the initial condition. In other words, if We denote by I(x) the initial condition of a
diffusion/antidiffusion process, then the total intensity is given by f+• 1(x) dx, and

a (+00 :t
] e I(x) dx = 0 (239)

The proof is as follows. By integrating in space the diffusion/antidiffusion equation
for u(x, t): +[+ au +00 V 2udX =0 (240)

at i.- 00
With the help of Gauss' theorem,

ai f+0udx±Kj '7U]2 0 (241)

and thus a
udx = 0 (242)at -- 1O

Since u(x, t) = e+±V 2 I(x), we obtain the desired result:

a +00 ±V]__ e I(x) dx = 0 (243)

The same reasoning can be easily extended to the case where the initial condition is
a two-dimensional image I(x, y).

Furthermore, the total intensity of a truncated HR wavelet expansion of any wave-
form is exactly equal to the total intensity of the waveform. That is because the total
intensities of all HR wavelets are identically equal to zero, except for the total inten-
sity of the H1R wavelet of order 0, which is by definition the zeroth 11R moment, and
thus the total intensity of the waveform. In other words, the expansion of a waveform
in terms of a truncated 11R wavelet series conserves the total intensity of the original
waveform (this property is also true in Fourier series).
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*Appendix F: Do Point-Spread-Functions Conserve

the Total Intensity of the Original Waveform?

In this appendix, we derive the constraint imposed on the point-spread function of
LTI systems which conserves the total intensity I of their input. In other words,
if u(x) denotes the input function, v(x) denotes the output, and f(x) denoted the
impulse response or point-spread-function, we require that._ 0 +00

,v(x)dx =j u(x)dx = 1 (244)

But

v(x) = u(X) * f(x) -- f(x - x')u(x')dx' =j f(x')u(x - x')dx' (245)

and thus, by exchanging the order of integration,

jv(x)dx = j f(x')u(x - x')dx'dx =j f(x') u (x - x')dx} dx'
C _00 --00 10

I jf w) I dx' (246)

We conclude that the sufficient condition for total intensity conservation of the input
is that the total intensity of the point-spread-function be normalized to

j0 f(x)dx = (247)
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